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Chapter 1

Introduction

What is money? Dating back to the book of William S. Jevons “Money and the
Mechanism of Exchange” [Jev75], money is defined in the pertinent economic
literature over the last 160 years in terms of its general functions. The most
often cited general functions seem to be: it works as a medium of exchange, a
store of value, and a unit of account (e.g. [KW18], p. 323).

This is an interesting approach to define a concept. We should not call
something “money” that does not fulfill certain functions — functions we have
yet to agree on. That is, we define what we mean when we speak of "money” by
the general functions it does fulfill. In this sense, the question "what is money?”
aims at the most basic general functions, some thing should fulfill such that we
can justifyably name it "money”.

In this sense, money is not something that somehow exists and whose mean-
ing for us remains invariant against the way we use it. Money, whose general
function is to support accumulating wealth for a few at the expense of many
others, is a different money than money whose general function is to express
our free material preferences fairly in relation to others — although we cannot
distinguish both sorts of money phenomenologically. Instead these differences
depend on the money’s context of usage.

This is the reason why I also speak about the “meaning of money” following
Wittgenstein who understood the meaning of a word as its use in the language
[Wit53]. This meaning of money is nothing fixed, somehow discoverable by
some clever scientists alike the functions of electrons or photons once and for
all. Instead, the meaning of money becomes determined by its societal context,
the rules that determine its usage, which are all man-made and which represent
in the best case some collective choice in the sense of an aggregation of our
individual preferences on how we want to live.

So, trying to find an answer to the question "what is money?” we do touch
very elementary aspects of our societal context, our preferences, and how to
aggregate them and thereby we quickly become normative. The meaning of
money actually divides into two aspects: What is money under which social
circumstances, and especially under the current circumstances? And: what
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8 CHAPTER 1. INTRODUCTION

model do we prefer, in the sense of which meaning do we want money to have?

In fact, money — as many other important cultural things — has appeared
historically ”"somehow” spontaneously in very many different forms and shades
because it was useful, long before people were able to understand what it actually
is or better should be (for an overview on the history of money, see for example
[Dav02]). In this respect, money is no exception, but the same happened to other
important concepts like our mathematical concept of numbers, our linguistic
concept of meaning, our physical concepts of matter, force and energy, our moral
concept of justice, etc. And as such it seems to me that our concept of money
is, even today, still a melange of archaic remnants and modern elements. As it
was the case with the other concepts, whose handling were greatly influenced
by our better understanding, I would expect the same for our concept of money.

To begin with: at first glance, we can state, that every money-based com-
modity transfer could actually happen without money, as a donation. The baker
could donate his rolls to me, the supermarket the milk, cheese and bacon; then
I could work gratuitously for my company and the travel agency could donate
my most desired trip to me ....

This world would not work, even if we were all Jesus-like altruists. Why?
How should the baker know whom to donate what? How does she know that
I like roles more then croissants? But only on workdays, not on weekends.
And how should the supermarket know that it is better so give 500g of the
Allgdu mountain cheese to me and 300g of the Italian Mortadella saussage to
my neighbour. And why should I work gratuitiously for my current company and
not for another one? And what happens if we all like most to play computer
games, or to hang around at the Copacabana? Who then makes the Allgiu
mountain cheese or the Mortadella we find so tasty?

So, we need a social mechanism to distribute our limited material resources
according to our individual preferences under fair consideration of all the other
people’s preferences and, simultaneously, to balance supply and demand. This
is much more specific then just being “a mechanism of exchange”. And it must
scale almost indefinitely. And it must be robust against strategic manipulation.
And it should provide as little private information as possible. Etc.

Doesn’t this requirement profile reads a bit like a wish list for something
magical? My proposition now is, that, depending on the existence of certain
constraints, money could provide such a mechanism. But as with other really
powerful "magic” things, we indeed have to know what we are doing to remain in
the role of the sorcerer and not to slip into the role of the sorcerer’s apprentice.
Otherwise, it could, and in the current reality it does, provide a mechanism to
create extreme, unprecedented inequality.

This book’s aim is to stimulate a scholarly discussion within the state of the
art context to advance the field of economics. I make some use of informatic
concepts, especially in the treatment of interactions in chapter 2. But there is
only one small part of the book, the proof of the main theorem 1, where more
then elementary mathematics is needed. The book should therefore be readable
also for non-economists willing to read thoroughly into a subject.

Its contribution is to show — based on well established microeconomic con-



cepts, complemented by a view on the (economic) subjects borrowed from in-
formatics and inspired by sociology — that money can be a social coordination
mechanism to express our free material preferences under fair consideration of
all the other people’s free material preferences.

In chapter 2, I set the stage by introducing the basic concepts of interac-
tions, autonomy, preferences and utility as they are used in economics. I dwell
quite extensively on these notions, as an understanding especially of the utility
concept and — very importantly — its limitations are, in my opinion, essential
for our understanding what we can and what we can’t express with money.

The central problem I begin with is to find a balance between our description
of a subject within a single social interaction and our description of a subject as a
whole in all its social interactions. The essential idea is that a subject appears in
a single social interaction not as a whole but as a "role”, which can be understood
as a projection of the subject onto this interaction. And these roles can couple,
or compose, in two different, complementary, and equally important ways. They
can couple externally by interaction or internally by coordination. With the role
concept we give the subject an interaction-oriented internal structure and based
on this structure we can say that a subject as a whole ”"coordinates” all its roles.

Usually, social interactions are stateful and nondeterministic and thereby
provide freedom for decisions. From an informatics perspectives, decisions in
this sense are fictitious characters of an “internal” input alphabet which com-
plement the subject’s role in an interaction such that it becomes deterministic,
that is, represents a function. We thereby can say that decisions determine the
actions of a subject in an interaction. To talk about truly free decisions, we
have to take the subject as a whole into account, because what appears as a
decision within a single role of a subject in some interaction could in fact be
determined by the coordination with other roles of the same subject. I name
a decision of a subject to be "truly free” only if it is not enforced by any of its
interactions.

With the preference concepts, that is well known from microeconomics, we
trace the difficult-to-observe decisions back to a concept that allows a simple
empirical access. Our behavioural model thus becomes that we act as we want
— or as we say in our theory, as we "prefer” — in accordance with our expectation
towards the rest of the world.

I call a preference "material’ if it only relates to exchangeable goods that
can be owned and transferred or to well enough defined services, both of which
I subsume under the term "commodity”. I call a material preference that is of
relevance in a (trade) interaction ”free” if it is the base of a free decision, that
is, not enforced by another interaction of the same subject.

Building on that I introduce in chapter 4 money as a social coordination
mechanism to fairly express our free material preferences. I base the construc-
tion of this possible general function of money on its ability to transfer utility in
interactions between different subjects performing the roles of buyer and seller
and on the invariance of the acquired utility of a subject as a whole, independent
of the role in which it appears.

The essential twist is that the utility representation of the subject has to
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remain valid also in the holistic view, where a subject internally coordinates
both roles of a trade, buyer and seller. This requires the utility function of
buyer not to include her total budget, as is traditionally assumed, but to be
just the difference between the maximal amount of money she is willing to pay
(her valuation) and her cost of buying (the price).

The total budget of an economic subject enforces a coordinating constraint
on all its economic interactions, that is, on its acting as a whole, coordinating
all its different roles.

I create money in the desired sense by requiring the total utility resulting
from the trade as the sum of the utility of seller and buyer to be independent of
the price. Additionally assuming equal budget and equal access to all economic
relevant alternatives for all buyers, money becomes a utility-transfer mechanism
where buyer with her valuation has a discretionary decision component.

According to this theory, material wealth becomes the sum of the valuations
of commodities attributed by an economic subject and therefore a difficult con-
cept in an absolute sense due to the subjective nature of this valuation. The
amount of collective material wealth that can be accumulated by a social group
becomes determined by the rates of valuation creation and perishing. Social
stability guaranteeing valuation stability becomes an essential boundary condi-
tion.

In chapter 5, I describe the concept of fair prices which is directly implied
by the concept of money as a utility-transfer mechanism in the sense that the
total utility generated by the trade is partitioned 1:1 between seller and buyer.

However, because of several issues, most importantly the fairness amibguity
in the 1 : n-problem, it seems unrealistic to achieve completely fair prices in ev-
ery local trade — although completely unfair prices should certainly be avoided.
To achieve global fairness therefore necessitates redistribution mechanisms in the
sense to sustain the preconditions of the proposed money semantics, namely the
approximately same total budget of all buyers.

While in a single trade the price does not — per definition — influence the
generated total utility, this is different for collective trading at a single price.
Treating the standard economic textbook price determination mechanism of
markets, I show that markets do optimize collective utility — as long as the
preconditions for the concept of an aggregated "total utility” are fulfilled, most
notably that all buyers have the same budget. If these preconditions are not
fulfilled, the numbers can still be aggregated, but they do not signify the pref-
erences of the economic subjects any longer and therefore cannot be viewed as
aggregated utility.

Then, I show in chapter 6 that if we express our preferences with money,
trading labour is not the same as trading other commodities, like sugar. Instead,
trading labour results in a discretionary component not only on the buyer’s side
(the employer) but additionally also on the seller’s side (the employee). Together
with a hierarchical preference for fairness, this results in a recursive preference
relation on the seller side, the employee. As a result, labour markets cannot
work the same way as markets for ordinary goods.

In chapter 7, I ponder over the question according to which principles should
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we allocate money. In the use of money we should distinguish between changing
the state of the world such that only our own preferences are affected (effectively
private money) and those that relate to others (effectively public money). This
is not the same as when I express egoistic preferences that relate exclusively to
myself versus others, as I can change the state of the world from an exclusive
egoistic perspective but this change nevertheless may also be important to other
people. I call this money intentionally private vs. public money. It is actually
not so easy to change the state of the world with money in effectively purely
private terms in this sense. In a trade this requires either buyer to pay her
valuation, leaving herself indifferent or to pay only seller’s cost, leaving seller
indifferent. So, obviously, the distinction between effectively private and public
money is not a binary, but a graded one.

But nevertheless, I think that the distinction between intentional and effec-
tive as well as between public and private money is very important, as from an
ethical perspective, the request for all people to be equal is a strong argument to
provide everyone the same total budget only for money with effectively private
character. However, for changing the state of the world such that it affects the
preferences of other people, it seems to be wise to provide those people with
more money who have shown a proven track record in handling this money in-
deed best in the public sense. As this property is a property of the context where
we spent our money in and not of the money itself, this results in the private
public money distribution (PPMD) problem that every egalitarian society has
to solve.

In chapter 8, I discuss the mutual, strong but ambivalent relation between
money and morals. I delineate that economics as a science is itself build upon
profoundly moral premises, like the assumption of free decisions. And although
we cannot buy peace, democracy, freedom or justice directly, the way we collec-
tively use our money is a strong determinant of these things. From an economic
point of view we live in an indirect society with a strong tie between money
and values and culture. To unfold its economic potential, money depends on a
stable culture of trust and the stability of a culture of trust depends on the kind
of function, money fulfills. Depending on the circumstances, real money can
strongly support our autonomy and thus be a strong pillar for an egalitarian
society — but it can also be a source of incredible sorrow and grief that drags
us all into the abyss. It is up to us as a society to decide which world we want
to live in.

I also dwell on a couple of economic concepts which are or have been quite
influential for economists to think about money. First, I discuss, why the concept
of "Pareto-efficiency” did get such a wide range of acceptance in economics,
despite the fact, that it does not insure equitable allocations in any sense and
despite the fact, that it is a bad model for human decision taking. In line with
Amartya Sen [Sen08] I argue that this was a direct consequence of the erroneus
assumption of leading economists that interpersonal utility comparison cannot
be performed. As the Pareto principle is very well suited to justify the economic
status quo, this error had an enormous impact on the view of social justice
within the scientific community of economists, culminating in Friedrich Hayek’s
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strange conviction, that the concept of social justice was ”strictly empty and
meaningless” ([Hay76], S. 68).

I show the concept of egoism not to be part of the concept of utility max-
imization but to be an additional simplifying assumption with respect to the
structure of our preferences, namely not to value any state belonging to other
people. Ignoring the validity boundaries of this concept leads to improper the-
ories, whereof I provide three well known examples of crime and punishment,
completeness of contracts, and pay-for-performance.

I also adress the concept of rationality, as I think it is an important mis-
conception of economics as a science to reduce “rationality” to a consistency
condition of our preferences.

Next, I address the issue that money can in fact change our preferences
undesiredly quite dramatically. Karl Marx named this ugly face of money the
"fetish” [Mar67]. Due to its versatile nature, money is excellently suited as
a reward, being an external stimulus that is supposed to reinforce otherwise
spontaneously occuring behaviour. Consequentially it could potentially interfere
with our autoregulation system that provides us with our autonomy in the sense
of an addiction, generating non-free, or as I call them "tainted” preferences.

I conclude this chapter with a brief imagination of an alternative to today’s
combination of material flows and money cycles as the combination of material
cycles and money flows. This would require to create ditributed permanent
sources and sinks for money.

With a concluding remark, I come to an end.

In summary, this book should give a picture of the meaning of money that
is appropriate to its complexity. I would denote our time as the ”semantic
century”, where we discover more and more phenomena where we have to take
their context into account if we want to understand them appropriately. In
this sense, money as a mechanism to support or to destroy our autonomy, the
difference between public and private money, money expressing undisturbed or
tainted preferences, money that works as recognition or as reward — are all
functions of money whose realisations depend on its context of usage.



Chapter 2

Autonomous subjects
interacting in a network of
economic interactions

To understand the economic concept of money it is important not to jumpstart
with game theory and utility considerations, but to understand the interaction
aspects of a money based trade in detail. Thus, in this chapter, I start with
delineating such a theory of interaction and how the current theory of economics
is embedded therein.

For some reasons, economists like to talk about “agents” while denoting the
economic subjects, perhaps to convey a more objective impression. I prefer to
talk about “economic subjects”, or just "subjects”, to emphasize that I talk about
autonomous people that are usually sufficiently economically competent and to
contrast that notion with the notion of the objects that these subjects handle
while being economically active.

Each subject is involved in many economic interactions, creating a huge
interaction network. Fig. 2.1 shows a cutout of such a network of relevant
economic interactions. In these kind of economic interaction network, none of
the subjects is in total control of all the other subjects: the subjects’ interac-
tions don’t, in general, determine the subjects’ actions. In other words, the
interactions are by and large nondeterministic, leaving room for each subject’s
decisions.

There are good and bad news about this network. The good news is: this
network is open and, empirically, seems to scale almost indefinitely. This sheer
scale draws our attention to the collective side of economic relations.

The bad news is: because of that, we will never be able to describe it com-
pletely. To describe it satisfactorily, we have to apply some tricks [Rei20a]. We
first note that we can take two different perspectives. As I show in Fig. 2.2, we
can focus our considerations on the interactions or on the participants. From
an analytical point of view, both perspectives are based on different decoupling
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14 CHAPTER 2. NETWORKS OF ECONOMIC INTERACTIONS

Figure 2.1: A cutout of an open network of economic interactions where the
nodes represent the economic subjects in their roles relevant for a certain trade
and the edges represent the interaction relations. A buyer interacts with a seller,
payment is settled with the help of a bank, and delivery is done by a post via a
stock.

cutout strategies, and from a constructive point of view, they are based on
different composition classes of the same parts, the roles of the participants.

2.1 The interaction perspective

The interaction perspective cuts through the participating systems, or subjects,
and relates to them not as a whole, but only as a projection onto the interactions,
which I call a "role”. I say that the subjects only play a "role” in the interaction.
To my knowledge, such a role concept was originally advocated in the domain
of sociology by Erving Goffman [Gof59]!.

It is worthwhile to look at these things in more technical detail to fully un-
derstand what we mean when we say that “the subjects’ interactions don’t, in
general, determine the subjects’ actions. In other words, the interactions are by
and large nondeterministic, leaving room for each participant’s decisions.” Fol-
lowing [Rei20b, Rei20a] we will see how our comprehensive theory of interaction
comprises the more traditional game theory which has become so important for
economics.

2.1.1 System actions and interactions

I choose to use the theory of information, as developed mainly by Claude E.
Shannon [Sha48, Sha49] as my starting point for our further considerations. It is

1Here my gratitude goes to Uta Gerhardt, in whose sociology seminar at the university of
Gieflen around 1990, I was able to become acquainted with Goffman’s and her ideas about
the role concept.
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Interaction Subject

Figure 2.2: The two different perspectives on the open interaction networks,
exemplified in Fig. 2.1. Part A represents the interaction perspective, focusing
on the interaction between (two) subjects in their respective roles. Part B
represents the system (or subject) perspective, focusing on the single system,
coordinating all of its different roles, here a company being seller, employer,
sponsor, tax payer and buyer all at once.

in fact a theory of system interaction and it obviously has been quite successful.

Claude E. Shannon proposed a new way to think about system interactions,
namely to focus exclusively on the distinguishability of state values. Thereby he
created "information” which can be transported between systems and processed
within systems. A character in the sense of this theory is a unique name in the
engineering language for a physical state value that can be distinguished from
all the other state values this state can take in one system. The discrete set of
all names of all distinguishable values of a system’s state is called an “alphabet”.

Thus, these characters only exists in our description of natural phenomena
and their format is arbitrary — as long as they are pairwise distinct. But we
need them, as without them, we could not talk about the phenomena of our
consideration in our desired way. So, to talk about information in the sense
of Claude E. Shannon’s information theory means to talk about physical state
values only in so far as we can distinguish them from other state values and
disregard all their other aspects.

What can we do with information? We can process and we can transport
them — that’s all. Processing happens within systems and transporting between
systems.

Information processing: Systems

”To process” a character means to relate the state value it represents to some
other distinguishable state value, again named with a unique character, within
a single system by a function or a relation.

A system in this sense separates an inner state from the state of the rest of
the world, the environment. A state in this sense is a time dependent function,
taking a single out of a set of possible values, the alphabet A, at a given time
[IECH]. T prefer to speak of “state function” and ”state value”. The key idea
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is that these time-varying values are not independent, but some of them are
uniquely related by an additional function: the system function. This system
function thereby separates the state functions of a system from the state func-
tions of the rest of the world. It also gives the system’s state functions their
input-, output-, or inner character. Such a relation logically implies causality
and a time scale. The identification of this function is system-constituitive,
which means that we are allowed to draw these nice little boxes so symbolize
a system with its supposed "boundary” towards its environment only if we can
provide (at least in principle) this relation.

Depending on the class of system function or time, different classes of systems
can be identified. However, based in our information perspective, we will focus
on discrete systems and time. I use € as the symbol for the empty character? in
this formalism and for any alphabet A I define A° = AU {e}.

Our description of the behaviour of our systems becomes simpler, if we drop
the explicit time dependencies and use input/output transition systems (I/0O-
TSs) instead [Rei20a]. Another name in the literature for I/O-TS is "transducer”
[Sak09], because this machine does nothing else then translating a stream of
incoming characters into a stream of outgoing characters.

Definition 1. An input/output transition system (I/O-TS) A is given by the
tuple A = (1,0, Q, (qo,00),A) with I and O are the possibly empty input and
output alphabets and Q is the non empty set of internal state values, (qo,00) are
the initial values of the internal state and output and Ay C 1€ X O° X Q X Q is
the transition relation describing the behaviour of a discrete system.

If all sets are finite, the I/O-TS is called finite. Instead of writing (i, 0,p, q) €

A, T also write p if g. A general execution fragment of an I/O-TS is a sequence
of 3-tuples, listing the values that the input, output and state functions of the
corresponding system have at the considered times: (ig,00,p0), (i1,01,p1), - - -,

(i1,01,p1). In the arrow notation, a single 3-tuple is written as ﬂ; P z—/> Thus,

. . . . . /00 io/01 i1/02
in the arrow notation an execution fragment is written as — py — p; —

tnafon Dn i,

The model provides each transition, that is, everything that can happen,
with a context, the transition relation. In case that the transition relation is
deterministic, it defines a partial function § : I x Q — O¢ x Q mapping pairs of
input character and state value uniquely onto pairs of output character and new
state value as (o0, q) = 0(¢, p). If the function is not partial but complete, because
of the uniqueness-property of a function, we can be sure to have identified a
system with all its states completely.

I also call a transition of a system in a deterministic context its “action”.
Thus, it’s always the system as a whole that executes an action. Stating that “the

2The empty character can be understood as the neutral element of the concatenation
operation such that for any given character ¢, i o ¢ = 4 holds. In the proposed formalism, the
empty character as input means that there is no input and hence no possibility of a mapping.
If a character has e only in some components, this means that these components are irrelevant
for the processing of this character.
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subjects’ interactions don’t, in general, determine the subjects’ actions” then
means that what a subject does is not entirely determined by the interaction
context, but leaves room for decisions (see below).

The relevance of the context notion is obvious: a transition with a zero as
input and zero as output which happens for example in the context of a deter-
ministic transition relation representing the function f(x) = z has a different
significance than the same transition, occuring in a deterministic transition re-
lation representing the function f(z) = sin(z). To understand the significance
of a transition in general or an action in particular, we not only have to know
what happened, but we also have to have some knowledge about what would
have happened, if some other input was provided or some other decision was
taken.

In the case of nondeterminism, the input character and current state value do
not determine the ensuing transition completely. This happens if spontaneous
transitions exist with the empty character € as input or if there are, for a given
state value, several outgoing transitions for a (true) input character. In this
case — assuming guaranteed complete knowledge of a system only if we know its
system function — we do not know the system completely.

Information transport: Interaction

To talk about the "transport” of a character in the sense of Claude Shannon, we
have to agree beforehand on a couple of additional things. First on a 1:1 fixed
mapping of distinguishable state values in a first system, the “sender” system,
onto distinguishable state values in a second system, the "receiver” system. Sec-
ondly, we document this agreement by identical naming of both alphabets in the
frame of our informational description. And thirdly, by providing a mechanism
that indeed provides this mapping physically.

Then, in our model, interaction simply means that information is transmit-
ted and our description of interaction is based on the use of equal characters in
the sending and receiving systems such that the state values of an output compo-
nent of a transition of a "sender” system are reproduced in the input component
of the "receiver” system and serve there as input of a further transition (see Fig.
2.3).

I name such a state function that serves as output as well as input of two
systems a “"Shannon state function”. It is an idealized Shannon channel as it has
no noise and no delays.

2.1.2 Protocols

In the following I focus on systems which interact with multiple other systems
in a stateful and nondeterministic way. In the literature there have been many
names coined for these kind of systems, some examples are “processes” (e.g.
[MPW92]), "reactive systems” (e.g. [HP83]), “agents” (e.g. [Pos07]) or “inter-
active systems” (e.g. [Rei20a]). Their interactions are described by protocols
[Hol91].
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Figure 2.3: Interaction between two systems in which the output character of a
“sender” system is used as the input character of a "receiver” system. Interaction
therefore means the coupling of the two transition systems of sender and receiver
based on the “exchanged” character.

While in deterministic interactions the result of an interaction is simply the
composition to a super-system with a composed system function, in nondeter-
ministic interactions, things are different. One important difference is that in
this case, we need an additional criterion for success, the so-called acceptance
component Acc. For finite calculations with a desired end, the acceptance com-
ponent becomes Accfipire and consists of the set of final state values. For infinite
calculations of a finite automaton there are differently structured success cri-
teria. One of them is the so-called Muller acceptance, where the acceptance
component is a set of subsets of the state value set Q, i.e. Accpuiier C 9(Q).
An execution (see below) is considered to be Muller-successful whose finite set of
infinitely often traversed state values is an element of this acceptance component
(e.g. [Far01]).

We thus get from I/O-TS to I/O automata (I/0-A) by adding an additional
acceptance component related to the success model to our transition system
structure.

Given the I/O-As of all interacting systems of interest, such that all their
input and output state functions represent Shannon states, their product I/O-A
of the interaction is again an I/O-A and together with the set of Shannon states,
it represents a protocol. Such a protocol is self-contained or closed in the sense,
that it has neither any external inputs nor outputs any character.

Definition 2. A protocol is a pair (A, C) of a set of I/O-As, also called "roles”
A = A;... A, that represent the behaviour of n discrete systems and a set of
coupling Shannon signals C' that connect the output components with the input
components, such that all inputs are provided by the output of one of the roles
and no output goes somewhere else (“closure”-property)

A protocol can be interpreted as a set of rules within which an interaction can
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be “executed”. In the following, I define the execution of a protocol recursively.
To simplify our further considerations, I assume all characters to have at most
one component unequal the empty character e.

Definition 3. Let P be a protocol with the roles Ay ... A, that represent the
behaviour of n discrete systems and the set C' of coupling signals that connect
the output components with the input components of the A;. There are no extra
external input characters.

The current values of i, o and q are indicated by a *, the values calculated
in the current step by a +.

1. Initialization (time j = 0): (¢*,0%) = (qo, 00)p-

2. Loop: Determine for the current state ¢* the set of all possible transitions.
If this set is empty, end the calculation.

3. Determine input character i*: Proceed in the following sequence:

(a) If the current output character o* € Op has the value v # € in its
k-th component which I write symbolically as o* = €[v, k], and o* is
part of a feedback signal ¢ = (k,1) to the input component 0 <[ < n,
then set i* = €[v,l]. If otherwise o* is not part of a feedback signal,
terminate the calculation with an error.

(b) Otherwise, if there are spontaneous transitions for ¢*, select i* = ¢
as the current input character.

(c) otherwise finish the calculation.

4. Transition: With ¢* as current state value and i* as current input char-
acter select a transition t = (i*,0",q*,q") € Ap and so determine o and
qT. If there is no possible transition at this point, terminate the calculation
with an error.

5. Repetition: Set ¢* = q© and o* = o™ and jump back to 2

With this execution rules, we see that the exchange of a character in our
interaction model of protocols is indeed a bit more than just information trans-
port, but it is a part of a coupling mechanism of system parts that restricts the

reachable states of the resulting product automaton, the protocol.

- - o i9/0 1/0
We can write an execution fragment of a protocol Q Do 041 D1 142

. Z"_igon Pn 11{ also as a sequence of pairs of state values and characters:
(cospo) = (c1,p1) = -+ — (¢n,pn) Where ¢ = (ir); = (01).

I call an execution fragment which starts with an initial state and runs either
until the acceptance condition is met or an execution error occurs a ’run’.
And T call an execution fragment of a protocol that is started by the empty
character and goes on until the output becomes empty an ”interaction chain’.
Thus, with ¢ < n and ¢; = ¢, = €, an interaction chain is characterized by
pi = (ci+17pi+1) T (Cn—lapn—l) — Pn-
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As can be seen from the error conditions in the execution rule, a protocol
must fulfill certain consistency conditions to make sense. It has to be "well-
formed” in the sense that for each transition with a sent character o unequal to
€ in at least one component, a corresponding receiving transition must exist. Is
must not contain infinite interaction chains, i.e. it must be “interruptible”. And
for each run, the acceptance condition has to be fulfilled. So, I define:

Definition 4. A protocol is called . ..

1. ... "well formed” if each input character determined in step 2 can be pro-
cessed in step 3.

2. ... %nterruptible” if each interaction chain remains finite.
3. ... accepting” if for each run the acceptance condition is fulfilled.

A protocol that is well formed, interruptible, and accepting is called consistent.

2.1.3 Games in interactive form (GIFs)

Protocols describe the interactions. Interestingly they are stateful and nonde-
terministic. If they were stateless and nondeterministic, they wouldn’t make
much sense, as stateless nondeterminism implies randomness. If they were de-
terministic, we would arrive at the case where interactions result only in the
hierarchical composition of subsystems to supersystems and where we actually
could eliminate any interactional aspects from our description [RS20].

Now, what is this nondeterminism good for? It opens up the possibility of
introducing the concept of decision. For this we extend our behavioural model
of a nondeterministic I/O-A with an additional input alphabet D such that the
automaton with the input alphabet I’ = D x I becomes deterministic. I name
the characters of this alphabet ”decisions”.

Decisions in this sense fill the latitude left open by the nondeterminism of the
interaction and whose determination is hidden in the sense of "is not mentioned”
by the underlying interaction description of a protocol. At this stage we can
interpret decisions as a concept for us to uphold the ficticious notion of knowing
a person ”"completely” in the sense that we can describe her as a system with a
system function, despite the fact that we know her only by her role.

Decisions are very similar to information and can be seen as a further, “inner”
input alphabet. They are enumerated by an alphabet and their names are rele-
vant only for their distinction. In contrast to ordinary input characters, whose
main characteristic is to appear in other output alphabets and that are allowed
to appear in different transitions, we name all decisions of a corresponding tran-
sition system differently and different from all input and output characters and
internal state values, so that we can be sure that they really do determine all
transitions.

Definition 5. Be A an I/O-A and D an alphabet. The I/0-A A’ is called a
"decision system” to A and the elements of D "decisions”, if IND = 0, OND = 0,
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QND =0, and A" C (I x D) x O X Qa X Qa4 with ((i,d),0,p,q) € A" if
(i,0,p,q) € A and for d applies:

€, if there’s no further transition (i*,0*,p*,q¢*) € A
with (i,p) = (i*,p*).

so selected that A’ is deterministic, i.e. A’ determines the function
fliIex D xQ— 0° x Q with (0,q) = f'(i,d, p).
For two transitions t,th, € A’ it holds t} # th, = dy # da.
Additionally, A’ is the smallest possible set.

Obviously, the set of decisions for an already deterministic I/O-A is empty.

I distinguish decisions from ordinary characters by a '@Q’-prefix and indicate
@d,i .
that ((Qd,1),0,p,q) € A’ also by writing p ( —l)>/0 g. In this sense, we can say

that decisions determine the actions of a system from which we only know a
nondeterministic transition relation.

With this conception we can define a fulfillment relation between a sequence
of decisions and being "successful” in an interaction. Fulfillment relations are
known from formal logic [EFT96] where a function is provided such that a
certain relation holds. An example is an assignment function assigning values
to the variables of a formal expression. Under some assignment the evaluation
(or interpretation) of the formal expression results in either true of false. For
example, the interpretation of the formal expression z +5 = 9 results in true for
the assigment z = 4 and false for the assignment x = 3 or any other assignment.

We can now define a similar fulfillment relation between a sequence of deci-
sions seq = di,ds,... and the fulfillment of the protocol in the sense that we
have to know the decisions to calculate a run of the underlying protocol.

Definition 6. Be P = (R, C) a protocol with the roles R = {R1,...Rn)}, inter-
acting through the channels of set C. Each role is given by R; = (I, 0, Q, (qo, 00),
Ace,A);. We say that a sequence of decisions seq = dy,da, ..., determining the
actions of the roles in R, fulfills the protocol P, written seq = P iff the ac-
ceptance condition of the protocol holds for the determined run according to the
protocol execution 4 where we amend the Transition rule such that the selection
choice becomes determined by the current decision.

For a consistent protocol, the acceptance condition holds for all possible
sequences of decisions and I also write = P.

I call the decision automaton to a protocol, where every run is determined
by a decision sequence also a “game in interactive form (GIF)”. For technical
interactions between machines, it is important that protocols are consistent.
Interacting humans often put a lot of effort in reaching decisions either to make
an interaction work or to impede it. Here, the fulfillment relation plays its
strength if we view them as independent entities, where a GIF might realize
a consistent protocol only if both player take the "right” decisions in certain
situations.
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Figure 2.4: Two different systems, one in the role of a seller (red state chart)
and one in the role of a buyer (blue state chart) interact by exchanging char-
acters. Buyer indicates its interest in buying a good by sending an Order. If
seller decides to sell its Product, he sends it to buyer such that buyer has to
hand over the money. Possible final state values are marked with a double line.
The coupling by character exchange is symbolised by a black quarter arc “con-
necting” two orthogonal transitions of buyer and seller. The character exchange
mechanism obviously restricts the possible reachable state space of the product
automaton.

In Fig 2.4, T illustrate this interaction model with a simple trade interaction
between a seller and a buyer. I indicate both with different colors and talk
about them as if seller and buyer were names. buyer decides @Order to buy
something and indicates his transition into its new state value ordered to seller
by sending her an Order-character. seller receives the Order, transits itself into
her new state ordered and now contemplates about what to do. If seller decides
@Product to sell the Product, she sends it to buyer who then has to decide
@Pay to pay the bill and to send the Money. All state values which belong to
the set of final states, where the interaction is allowed to stop, are marked by a
double line.

If we focus on the decisions and take the character exchange only as a cou-
pling mechanism which can otherwise be neglected, we reach at the automaton
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Figure 2.5: This diagram focus on the decisions taken by buyer and seller in
the trade interaction as displayed in Fig. 2.4. Buyer initiates the interaction
by taking the free decision @QOrder. It’s free character is expressed by the fact
that the whole interaction is allowed to end without this decision. Seller takes
the free decision @Deliver. And finally, buyer takes the forced decision @QPay.
Its forced character is expressed by the fact that the interaction is not allowed
to stop without payment. Eliminiation of the transitions without any decision
leads to the transition system of a game, drawn in purple.
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of Fig. 2.5 which has only a single label at each transition, the decision. And
if we further eliminate all e-transitions by abstraction where we define all tran-
sitions from a given state value and decision as equivalent which eventually
lead to some target state without any further decision then we arrive at a game
automaton, drawn in purple, which consists only of states and decisions. This e-
elimination procedure is well known in automata theory [Sak09] and can always
be performed while leaving the expressiveness of the automaton invariant.

So, we reach at the traditional structure of games by taking the interactional
structure for granted and eliminate it. Then, it is suggestive as traditional game
theory does, to direct the main focus to the question of the individual players’
strategy (how to decide) in a single sort of game. But money-based trade is
first and foremost an interaction, and by neglecting the “external” coupling
mechanism of our roles, the interaction, we also neglect the other, “internal”
coupling mechanism of our roles, what I name “coordination”.

As I will show in the next section, what seems to be a decision in one
interaction may just be a consequence of coordinating this interaction with
another interaction. Even in single interactions, there may be decisions we have
to take that are not free, but forced. In the example of Fig. 2.4, buyer’s decision
to order was modelled as free, as buyer could take this decision or not — both
cases were allowed. The same held for seller’s decision to deliver her product.
However, buyer’s decision to pay was not free, but he was already bound by his
decision to order and by the delivery of the product. So, he had to pay for it.

Interestingly, based on the two different classes of nondeterminism, we have
two different classes of decisions: spontaneous decisions, eliciting otherwise
spontaneous transitions and selection decisions which determine transitions where
more than one transitions would accept a given input character. Every parents
know the difference between asking their child: “Do you want to make your
homework?” or "which homework are you going to do now?”

2.2 The subject perspective

Neglecting other interactions of the same subject is only an approximation. An
important case, where this social isolation approximation becomes invalid, is,
when our ability to coordinate multiple interactions is in the foreground.

The subject (or system) perspective cuts through the interactions and looks
at the individual as a whole, ignoring all the relevant parts of the other subjects,
connected somehow through interactions.

Taking the subject perspective while maintaining the role model of the in-
teraction perspective requires us to look for an “inner” connection mechanism
for the different role parts of a single subject in the sense of a ”coordination”: a
subject coordinates its roles it takes in different interactions. We combine being
father, husband, employee, son, uncle, buyer, seller, advisor, learner, learnee
etc. all in one individual.

With the whole subject in mind, one of the most important questions is, to
what extend do additional interactions additionally determine our actions, or,
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additionally create even more freedom? Do additional interactions extend or
reduce our freedom of decisions?

What seems to be a decision in one interaction could be just a compelling
consequence from another interaction. Forbidding a beggar to sleep under the
bridge is different than banning a king.
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Figure 2.6: This diagram shows the state chart of a single system coordinating
two roles of buyer and seller (therefore, both are coloured black). First it gets
an Order from some buyer and passes it on to some other seller. From there it
eventually gets back the Product which it passes back to the original buyer, who
then sends the Money, which is again passed through to the other seller. Thus,
the behaviour of this man-in-the-middle is fully determined by both interactions
and their coordination. Like interaction, coordination also restricts the possible
reachable state space of the product automaton of the involved roles, but by a
different mechanism.

In Fig. 2.6, I illustrate “coordination”, that is, the internal coupling of roles
of the same subject, by coordinating the roles of buyer and seller such that
an intermediary is generated. Coordinating roles means to restrict the product
transition space by coordination rules. In the case of our intermediary, we have
to get the Order of seller first to internally “hand it over” to buyer which sends it
to some other subject in interacting as another seller. That is, the only initally
allowed transition is the reception of the Order as seller and after that, the only
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allowed transition is the one of buyer where it sent the Order away. If we next
receive the Product as buyer, we again “hand it over” to seller to send it to the
original buyer. And with the Money we eventually get, we do the same thing.
All other transitions of the unrestricted product automaton are unreachable by
this coordination.

In fact with the created man-in-the-middle, we effectively eliminated any
nondeterminism and thereby any leaway for decisions. Thus, we can simplify
this system by combining all "hand over” transition pairs to direct “diagonal”
transitions as shown in Fig. 2.6 (dotted lines).

This example shows that we cannot ignore the dependencies that occur by
coordination if we are interested in truly free decisions. I name a decision to be
(truly) “free” if it is free for the subject as a whole, that is under coordination
of all its roles.

For me, the possibility of truly free decisions, which I would take as a measure
of people’s autonomy, is absolutely essential for any economic theory I would
like to pursue. This is a strong assumption and makes a strong tie between
economics and ethics.

Do we have any proof for their existence? In my opinion the best proof
is our social robustness in the sense of an extreme flexibility in adapting to
variations of our social interactions, taking over new roles, abandoning old ones
or modify existing roles virtually on the fly. If some of our interactions do start to
determine our actions, the first thing we loose is our social coordination ability.
Poverty is a good example, as Karl Marx accurately pointed out, writing: ” The
realm of freedom begins, in fact, only when the work determined by mecessity
and external expediency comes to an end.” [Mar94] (p. 828). Another one is
drug addiction (see section 8.5) which is in my view essentially a disorder of our
physiological apparatus to sustain our autonomy.

So, my thesis is that to understand the money mechanism, we have to con-
sider both, interaction as well as coordination of a single subject. It seems to
be at most trivial to say that money is at the heart of the social interaction
between economic subjects to exchange commodities. But what seems to be
rather overlooked is that the same holds equally true for the social coordination
within a single individual. As we can spent every cent only once, it imposes a
strict coordination constraint.

In this respect, money can support our social coordination ability very much
and thereby increase our autonomy: we can use what we earn in one role in
many other roles. But, by the very same function, money can also be a mean
to destroy our freedom of decision and drive us into desolate slavery. So, to
make our world a better place, it seems essential to understand which handling
of money foster the economically desireable over the undesireable.



Chapter 3

How we decide

How do we as humans come to our decisions? How do we calculate them? Or
should we better ask: do we calculate them? Is there any difference between
selection and spontaneous decisions? Obviously, to answer this questions, we
have to use a theory of our mind.

A seemingly obvious idea could be to try to figure out how we “calculate”
our decisions in the sense of an algorithm. As games like chess illustrate, at
least some part of our intelligence rests in the calculation aspect of our decision
processes. But following this concept, we would face the methodological diffi-
culty not to be able to observe the internal decision processes of people directly,
we would run into all the complexities of the theory of computation, it would
be clear from the beginning, that our “algorithms” would not have any phys-
iological counterpart, as the brain is not a turing machine, and we would not
capture the perhaps most important aspect, our drive or desire to act freely, to
do what we want.

So, as a starter, is seems more promising to consider how we can provide
“acting freely”, that is not randomly but with a purpose, a simple, but clear
meaning. To express this notion we have to provide a structure with which we
can "explain” our decisions in this sense. The concept for this explanation of
our free decisions is the rather simple concept of preferences.

If we are presented two alternatives for desert, like for example an apple and
a peach, between which we eventually need to decide, we should be able to say
which one we prefer more. And if this is the case we have all reason to assume
that under totally unrestricted, that is under free circumstances, we would in
any case decide for our more preferred dessert.

But we observe that people do not always decide to act in accordance to
their preferences that we have discovered by some clever experiment. So why
is that? Because its not only our preferences, i.e. what we want, that influence
our decisions, but also our expectations or assumptions about the constraints
the rest of the world imposes on us. Even if we discover that someone likes pears
more than apples, this experiment had to create some expectation context for the
proband. To discover his "true”’ preference, it was, for example, important that

27
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both, pear and apple, were of top quality and as there are many different sorts
of apples and pears, both had to be of that sort our proband liked most. But in
our daily life, this context permanently changes. Perhaps our proband expects
that, due to seasonal effects there are currently no tasty pears, or someone has
warned her that someone else plans to poisend her by a specially prepared pear,
etc.

With our expectations and assumptions we anticipate the effects of our ac-
tions. Therefore, in our model, it are these assumptions about the world in
which much of our intelligence becomes visible. To put it a bit differently, it
is the subject’s intelligence that necessitates us to include the subject’s expec-
tations about the results of its and others’ actions into our behavioural model.
The more intelligent people are, the more important context-effects probably
become.

Often, we need to coordinate our different roles to act according to our
preferences. For example, we prefer to have time with our family to do something
enjoyable together over working, but we have to work to earn the money which
gives us the necessary freedom. Or we prefer to buy a textbook on mathematics
over visiting a restaurant with our friends because we are keen to learn complex
analysis for next week’s test and later on to become a great scientist. So, it is
important to note that in the context of our preference relation isolating our
different roles is only possible to a limited extent.

In summary, the preference concept explains different decisions of different
people with identical expectations by different preferences and different decisions
of the same person under different expectations by the expectations. Our theory
of the mind is essentially a model of our ability to act as we want in an intelligent
way, taking into account the rest of the world including in particular the possible
choices and expectations of others.

I would say that this is a very positive way to think about ourselves and by
no means is it somehow “orthogonal” or independent to any ethical concerns. If
we as economists want to seriously apply this model to the world, we have to
have a strong interest that its preconditions, first and foremost our freedom of
economic choice, hold true “at all costs”.

3.1 Preferences

Preferences, and also utility, are among the most fundamental concepts of mod-
ern economics (for a thorough introduction see for example [MCWG95]). The
ability to define these concepts on an objective, that is mathematical basis paved
the way for economics to become a science. The restricted language of mathe-
matics with its sparse elementary vocabulary of elements, sets, relations, and
functions allows us to gain an unequivocal understanding and to discuss the
applicability and validity of these concepts in an intersubjective decisive way.
To quote Leslie Lamport, one of my favorite Turing award winning contempo-
rary computer scientist: "Mathematics is nature’s way of letting you know how
sloppy your writing is.” [Lam02] (p.2)
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Mathematically, speaking about preferences we say that we set the states of
the world into a relation: Given two things of the world a and b we, for example,
desire to possess, we may be able to say that we either prefer a over b or b over
a, notated as a > b and b > a, or we may be indifferent between a and b, notated
as a ~ b.

The elements of the set A are often called “alternatives”, having for a start
the two important mathematical properties, namely first to be pairwise distin-
guishable from all the other elements of the set, and secondly to be relateable by
our preference relation. But one cannot avoid to also relate these alternatives
to some real-world entities and here the consensus seems to diminish as some
relate it to objects, some to states, some to decisions, others to actions or even
to something else.

What are the entities of our behavioural model, we have to relate with
preferences? Single state values? Which states? All of them? Looking at our
interaction model, we see that relating the entities of the acceptance components
by preferences would fit quite nicely as a true extension of our model. Instead of
considering all acceptable outcomes as equivalent, the preference relation states
that we prefer one outcome over the other.

One immediate consequence is that the entities our preference relate to are
not just state values but depend on the computational model of the interaction.
Interactions of finite length had as acceptance component a set of final state
values, but the computational model of interactions of infinite length by finite
I/0-Aa was more diverse and could be determined, for example, as Muller
acceptance, the set of the finite set of all states which are repeated infinitely
often.

We can now express our intuition about the behavioural relevance of our
preferences in our model. If we observe one outcome a to be more likely than
another one b in an interaction G, despite both being equivalent from a proto-
col perspective, and assuming free decisions, then we can conclude the acting
subject to prefer one outcome over the other in this setting.

Definition 7. Be G = (R,C) a GIF with the roles R = {R1,...,R,}. We say
that a subject in role R; prefers an outcome a over an outcome b in G, written
as a =g b, if it is more likely that it decides such that a is reached instead of b.

This definition entails a couple of immediate conclusion. First, as preferences
in this sense do not relate to every state in the world but just to outcomes in
interactions, they may relate to some states or even to some sets of states.
Thus, in this theory, it is improper to think of human behaviour to come about
by taking every single decision considering the preferences of the immediately
involved state values in the sense of a chain of transitions to successively more
and more preferred states. But we may have complex chains of decisions taken
to reach a single “final” state value or we may head for a desired state loop which
we prefer over other state loops.

A second consequence is the context dependency of the preferences. What
seems to be preferred looking exclusively at one interaction might just be a com-
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pelling consequence due to internal coordination constraints which only become
obvious if we consider additional further interactions of the same subject.

Thirdly, as we can determine the preferences only by observing the results
of the actions of a subject, and by our theory, the action-determining decisions
of this subject are influences by both, its preferences and by its assumptions
and expectations, we may misinterpret some influence of its assumptions and
expectations as being due to its preferences and vice versa.

And finally, with our theory we have created an intricate interplay between
our and the subjects intentional behaviour. To sensibly talk about preferences,
we first need to commit to the structure of the interaction. Here, we as the
observer have to determine our intentions by designing the protocol with its
set of a priori equivalent outcomes such that the observed can now express its
intentions by choosing “freely” the one it prefers mostly.

I call a preference relation over a set of outcomes A to be ”consistent”’ if it
fulfills the two properties of completeness and transitivity defined in the usual
way:

1. Completeness: for each two elements a, b of A it holds a 7Z b or b 7~ a.

2. Transitivity: for each a,b,c € A it holds, if @ Z b and b = ¢, then also
arc.

It is common in economics to name this property of the preference relation
“rational”. In section 8.4 I explain why I think that this is not a good idea to
use this term, but ”consistent” instead.

I delineate in the following why both properties are not necessarily fulfilled
in everyday life.

3.1.1 Completeness

First, completeness. It might be possible to create laboratory situations, in
which the number of outcomes is quite small and can be comprehended by
normal subjects in their totality. But in real life, often, the interactions are
not that clear and the number of possible outcomes are innumerable and may
change on the fly. The real world just has far too many states.

Also, there is no need for completeness in the sense of any ability to prefer
everything over everything else, like preferring such completely different things
like getting the flu over spraining an ankle. There is nothing to decide — why
should we care? There is no relevant action context where these two states
would become relevant outcomes affecting some decisions.

Or something is a prerequisite of something other. For example, we prefer to
live over being dead, and apples over bananas. Obviously to live is a prerequisite
to prefer apples over bananas. So it is nonsense to ask us whether we prefer
apples over to be alive. In this case, the hierarchy of reality directly structures
our preferences hierarchically. The same may be true for outcomes of different
interactions we are involved. Having some employment might be a prerequisite
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to gain enough money to decide between apples and bananas. So it becomes
nonsense to ask whether one prefers apples over having some employment.

And hierarchies within our preferences directly confines our freedom. As
long as the preferences of the upper level are not taken into account, it doesn’t
make any sense to think about decisions according to our preferences of any
lower level. That is, our assumption of freedom implies that the elements our
preference relate to are somehow interchangeable. We could take the apple or
we could take the banana. Although we prefer apples over bananas, we could
live with either of them. Thus, as a free individual, we would perhaps usually
opt for the apple, but under some special circumstances, we could also think
of opting for the banana, perhaps because we know that a beloved one likes
the apple even more than we do, or because it is cheaper and with the saved
money, we can do something else. Thus, eating a banana is not a "no way” for
us — which would express the hierarchical preference of being rather dead then
eating a banana.

3.1.2 Transitivity

And transitivity is severely hampered, as for example A. Mas-Colell et al.
[MCWG95] point out, by our limited ability to distinguish similar neural stim-
uli. Gustav T. Fechner [Fec60] discovered that for many sensory dimensions,
the smallest change in stimuli that can be perceived — the “just-noticeable
difference” — very often is proportional to the size of an ongoing stimulus.
In marketing, this property of the human mind is of immediate relevance, as
companies can try to hide negative changes to their products below the percep-
tion threshold or push positive changes to surpass this threshold (for example
[Mon73]). Robin P. Cubitt, Daniel Navarro-Martinez and Chris Starmer give an
overview on preference imprecision [CNMS15] and Oben K. Bayrak and John D.
Hey provide a recent survey about the various concepts of preference imprecision
[BH20].

As a result, the requirement of transitivity only makes sense with respect to
human preferences, if our alphabet of alternatives really represents discernible,
that is discrete entities for us. This is not the case for continuous alphabets like
the real numbers. Does this mean that continuous alphabets are irrelevant to
the human preferences context? In my opinion no. Often, it is easier to show
some fundamental results for the continuous case. However, as with discrete
mathematics versus mathematical analysis, we have to be careful in generalizing
our results gained for the continuous to the discrete case.

3.1.3 Context dependencies: to reconcile multiple prefer-
ences

The completeness property implies that we are somehow able to state upon re-
quest our preference between every two outcomes of an interaction. This relation
grows exponentially with the number of items. So for large sets of alternatives,
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Garments |  Preferences
shoes sneakers > shoes 10W shoes  =gpoes  fine shoes
tops shirt —tops  L-shirt —tops sShirt + jacket
trousers | woolen trousers irousers jeans =trousers  COrds

Table 3.1: Assuming independent preferences for shoes, tops, and trousers.

even in case we were able to represent the preference relation internally, we
would never be able to tell anyone.

One approach to deal with this is factorization, namely to assume that our
preferences for different outcomes are independent. Let us look at an exam-
ple where we assume that someone has consistent independent preferences for
wearing different sorts of shoes, tops, and trousers. When asked, he states his
preferences according to Tab. 3.1.

Looking at this table, one would guess that he would wear a woolen trouser,
a shirt and sneakers all the time. In fact, you will never see him dressed that
way. Why? Because his preferences of garments are not independent, but
context dependent. According to our theory, preferences become relevant only
with respect to outcomes of interactions which happens in the context of all
involved subjects and their embeddedness in the rest of the world. Developing
preferences only within given contexts has the great advantage that the number
of different contexts is relatively small compared to the number of states of the
world and it fits nicely to the fact, that for our decisions to become meaningful
requires some context notion anyway. [Rei20b].

Our proband has quite clear ideas which garments fit each other for which
occasion. He will either wear A = {sneakers, jeans, T-shirt} or B = {low shoes,
cords, shirt} or C' = {fine shoes, woolen trousers, shirt + jacket} and makes his
decision context-related. In his leisure time, he will prefer A most, at work
it is B and at celebrations, it is C'. His complete preference of the garment
combinations is shown in Tab. 3.2.

So, context-dependencies is a very plausible way to avoid the combinatorial
explosion of preference. Actually it shows that the problem of combinatorial
explosion just does not exist in reality. It is artificially created by the request
to have a complete preference relation over everything. In reality, there is no
need to have a firm opinion on whether we prefer sneakers over low shoes over
fine shoes as such, independently from any other things we might ponder about.
In reality we only have to know how to dress in a given social context, we only
have to have preferences where they may influence relevant decisions. In my
experience, people react quite irritated if they are confronted with “alternatives”
they cannot assign to a common action context.

But now, let us assume that our proband is nevertheless asked by his 9
year old daughter which shoes he prefers mostly and he — for whatever reason,
probably because she insists — valuating this as a sensible question, tries to
figure out his preferences on this issue by aggregating his so far existing context
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Context | Preferences

leisure time A leisure B leisure C
work B ~work C =work A
celebration C —celebr A celetr B

Table 3.2: A possible context dependent preference relation on bundles of
different garments of someone, where A = {sneakers,jeans, T-shirt}, B =
{low shoes, cords, shirt} and C' = {fine shoes, woolen trousers, shirt + Jacket}
leading to circular aggregated preferences on the different bundles.

dependent preferences. That is, we are now talking about some procedure to
calculate preferences we are asked for based on preferences we already have.

During both, leisure time and celebration, he prefers sneakers being a part
of A over low shoes being a part of B. During leisure time and work, he prefers
low shoes being part of B over fine shoes being a part of C' and during work
and celebration, he prefers fine shoes being a part of C' over sneakers being a
part of A. In other words: assuming no hierarchical preference between leisure
time, work and celebration, he discovers himself having circular preferences for
shoes, as well as all other garments.

This seemingly paradox, that sensible aggregation methods of transitive pref-
erences may lead to intransitive 'collective’ preferences, is well known in voting
theory as ”"Condorcet’s paradox”[JANdCC85]. Surprisingly, as I have shown,
this can be relevant also in every individual bundling their objects of preference
according to some context. Also, as we know from Arrows Theorem of voting
[Arr51], there is no optimal aggregation method for aggregating ranked pref-
erences of individuals to a collective preference. Hence, different aggregation
methods with different positive and negative properties may result in different
aggregation results. And we do not know whether any biologically implemented
aggregation is constant in this sense. Thus, another mechanism to induce in-
consistent preference could be introduced by varying aggregation procedures of
context dependent preferences.

Additionally, we may have to decide between alternatives where our pref-
erence depends on additional future events. This problem is named “induced
preferences”. For example, we may sit in a restaurant and have to decide between
red and white wine before we know the menu card (example from [MCWG95]).
Or we have to decide the form of school without knowing our future profession.
These kind of dependencies also result in an exponential increase in the number
of the to-be-considered alternatives and thereby in a complexity problem.

One could object that, from a “theoretical” perspective, one could always
redefine the notion of a commodity to include the context, say an umbrella in a
sunny day is a different commodity from an umbrella in a rainy day. Proceed-
ing this way, we could eliminate context driven inconsistencies but would again
run into the exponential blowup problem. Acutally, the whole realm of modern
cryptography rests on the important distinction between the theoretically pos-
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sible and the practically realizable [KL15]: although it is theoretically possible
to check out 2™ (with large n) possibilities, it is practically impossible because
of our limited ressources. And nobody disputes the relevance of cryptographic
security, just because it is "theoretically” possible break it up.

So, inconsistent preferences in the sense that they are incomplete or intran-
sitive seem to be not the exception, but the rule (see also [Fis91]). It is highly
likely that we internally do some ”preference calculation” which might be an
additional source of variance. Actually, intransitive preferences due to prefer-
ence aggregation are well known in economics. Kenneth O May [May54] reports
evidence for intransitive preferences stemming from the necessity of aggregat-
ing over conflicting multi-dimensional preferences. One of his examples is an
experiment where 62 college students had to chose between three hypothetical
marriage partners, x, y, and z that ranked differently in the three dimensions of
intelligence (xyz), looks (yzx), and in wealth (zxy). Under the particular testing
conditions, 17 students showed a circular preference pattern (xyzx).

This fact does not devalue the concept of preferences, it just puts it into
the right perspective. The world is just too complex to comprehend it in a
completely consistent manner — and we are well advised to shape it in a way
that it forgives us some inconsistency in our preferences here and there.

3.2 Utility

Under certain circumstances we can significantly simplify our considerations
about preferences by introducing something economists call "utility”. The idea
is to define a function util : A — R, mapping the set of alternatives of our
preferences to the domain of real numbers, the "utility”, and say that this func-
tion represents our preference relation =, if util(a) > wtil(b) is equivalent to
a 7 b. We thereby reduce a property of a binary relation between two things to
a property, the utility, that can be attribute to a single thing.

There are a number of propositions describing under which conditions it is
possible to represent preference relations with utility functions. The preference
relation has to be at least consistent, that is, transitive and complete. Then,
in the countable case with a fixed preference relation, there always exists a
representing utility function. However, for preference relations over subsets of
the real numbers this is not always the case. One important case, where we can
provide a corresponding utility function, was proven by Gérard Debreu [Deb54],
namely for continuous preference relations over convex domains.

In fact, a utility function over-specifies its corresponding preference relation.
If one such utility function f exists, then any concatenation u o f with a strong
monotone function u : R — R is also a corresponding utility function to the
same preference relation — and none of these functions is somehow marked.

Please note that beside the issue of over-specification, talking about util-
ity (where this is allowed per assumption) is really the same as talking about
preferences. “utility maximization” then just means to realize what you prefer
most. Thus, the traditional equation of "utility maximization” with egoism, in
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the sense of having preference that are directed only towards oneself, is — inde-
pendent on how deep this tradition is rooted in economics — nonsense, as the
utility concept does not determine the content of the preferences it is supposed
to express. For example, I can prefer the state of the world where my neighbour
feels well over that where he feels bad and express the same fact by a utility
function, as long as all the preconditions for a utility representation are fulfilled.

Also, the thesis that there is only egoism anyway, since every other social
reference has to be expressed by utility in the sense of ”self-interest” is just
another disguise of the improper equation of egoism and utility maximisation.
In section 8.3 I discuss the relevance of the model of the economic egoist in a
bit more detail. Here it should suffice that egoism is not entailed in the model
of utility maximization but represents an additional genuine assumption on its
own.

If the alternatives occur no longer with certainty, but with uncertainty, then
the model has to be extended. Johann von Neumann and Oskar Morgenstern
[VNM44] axiomatized an approach where they looked not at certain outcomes
but at probability distributions over outcomes, named them ”lotteries”, and
viewed these lotteries as the to-be-preferred alternatives.

The existence of a von-Neumann-Morgenstern (vNM) utility function, at-
tributing a utility to every lottery, additionally requires a continuity of the
corresponding preference relation in the sense that for each lottery ! which is
encased between two other lotteries [; and I, as [} >~ | > [, there is always a
lottery I’ lying on the straight line between [; and I, with [ ~[’.

If beyond continuity, the preferences over two lotteries is independent on
any additional mixed-in third lottery, then there exists a so called “expected
utility function” which is linear in the probabilities. Then, the utility-value is
the expectation value of the utility distribution.

As with ordinary utility, if a suitable vNM-utility representation of a prefer-
ence relation exists, then there are infinitely many others that are also suitable.
However, whereas ordinary utility is an ordinal function, where a twofold utility
value does not mean ”"two times as much utility”, this property holds for the
expected utility as it is cardinal. Hence, expected utility is preserved only by
linear transformations.

3.2.1 Preferences that cannot be represented as utility

As said in the beginning of the last section, inconsistent preferences cannot be
represented by utility functions. This is very important, as it implies, conversely
that using utility functions, we render ourselves blind against inconsistencies in
our preferences.

Another important case, where we demonstrably cannot represent a prefer-
ence relation by a utility function on the domain of real numbers are hierarchi-
cal preferences, also called "lexicographic” preferences, where substitutability is
strictly limited to separable realms. Thus, the essential property of the alter-
natives of the different levels of a hierarchical preference relation is their non-
exchangeability in the preference context. An example is a dying man of thirst
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who will prefer any amount of water before he will even consider something to
eat.

Economic consideration about hierarchical preferences can be traced back
well into the 19th century [Eng95]. In his review, Stavros A. Drakopoulos
[Dra94] provides some implications for economic analysis. Meanwhile, there is
clear empirical evidence for a preference hierarchy between, for example, staple
food and other goods [CM12].

Lexicographic preferences also do not fulfill the vNM-condition. For exam-
ple, the preference of the alternative to gain 0€ is surely enclosed by the pref-
erence to die and to get 10€. However, there is no lottery with respect to the
latter two alternatives to die or to get 10€, which we were indifferent compared
to getting 0€. Again, this continuity somehow implies exchangeability.

But the impossibility of representing hierarchical preferences is not restricted
to the continuous case. It also concerns the discrete case if the preference relation
is not fixed once and for all but is calculated in an ongoing way over the items
we prefer. Then we cannot provide a priori a fixed number that marks the
hierarchy transition and thus we cannot represent the hierarchical utility in a
single natural number.

Another source of “inconsistency” is the differing approach of people towards
chances and risks, as was indicated by Maurice Allais [All53] in 1953 and which
invalidates the independence axiom of vINM. If we can realize most of our dreams
and desires with securely receiving 500.000€ — why should we jeopardize this
security for a chance to get a much larger sum together with a small risk of a
complete loss? We only live once and as such, randomness decomposes into risk
and chance. It’s a relevant difference to be in a situation any number of times
and thereby realizing some expectation value or just once — otherwise there
wouldn’t be any business model for insurances.

Furthermore, Daniel Ellsberg [Ell61] pointed out in 1961 that people fre-
quently, even on reflection, decide between uncertain alternatives in a way
that we cannot interfere any meaningful probability assumptions (for a recent
overview on these kind of ambiguities see [MS14]). This fits to the fact, that
most of the uncertainties we have to deal with come in the form of unknowing-
ness and cannot be measured in the sense of a probability. Thus, compensating
this unknowingness with an assumed probability distribution becomes just one
out of many possible heuristics.

3.2.2 Utility that cannot be maximized

Even if all assumptions to justify a utility-represention of some of our preferences
hold, we may not be able to determine its maximum, neither from an objective
or analytical, nor from an intuitive perspective.

First, optimization is a costly business in itself, starting with the transac-
tional costs to gather the necessary information, not to mention our limited
computational capacity. As any utility function is exactly that, a function, we
have all the issues of computability and efficiency for its constructive calculation
known from theoretical informatics.
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In his nobel price lecture, Herbert S. Simon [Sim78] formulated: "rationality
is bounded when it falls short of ommniscience. And the failures of omniscience
are largely failures of knowing all the alternatives, uncertainty about relevant ex-
ogenous events, and inability to calculate consequences.” From this perspective,
most trials to determine our behaviour in real life situations by utility opti-
mization are doomed to failure as they would completely block us from doing
anything and ’good enough’ becomes the guiding principle,

Beyond that, two additional quite practical and often rather overlooked is-
sues hinder us to determine our usual behaviour by utility maximization [Reil6].
The first one is the high number of dimensions of our usual preference space.
Just think that you want to buy a mobile. Now you must choose one out of
the many available types. Just imagine in how many respects mobiles could
differ: weight, size, age, manufacturer, number and kind and quality of sen-
sors and actors, security, robustness, reliability, extensability, maintainability,
availability, price, performance, testability, usability, manufacturability, recy-
clability, etc. This list is not exhaustive. On the contrary, each dimension, or
‘quality’ as they are also called, can be further subdivided into many subdimen-
sions. The number of relevant parameters to characterize a mobile to which
our preference can relate to goes into the hundreds. An overview on differ-
ent quality models and their number of qualities to be distinguished provide
[BBK*78, MRW77, ISO11]

Now we are hit by what Richard E. Bellman [Bel61] succinctly called the
“curse of dimensionality”, the cumbersome, non-intuitive aspects of high-dimen-
sionality. For example, with increasing dimensions, the volume of a unit-sphere,
representing somehow ’similarity’ as proximity, shrinks quickly to zero, meaning
that most of the volume of a unit-cube becomes distributed "in the edges”. Kevin
Beyer, Jonathan Goldstein, Raghu Ramakrishnan, and Uri Shaft [BGRS99]
showed that under a broad set of conditions, as dimensionality increases, dis-
tance measures loose their significance, as in a large class of distributions the
distance to the nearest data point dist,,;, approaches the distance to the far-
thest dist,qs, or symbolically lim,,_, oo Ziiiz:; =1

As a result, adding more and more dimensions does not necessarily help us in
differentiating which mobile we desire most, but quite often does the opposite:
the contrast diminishes. A simple heuristic that I describe in [Reil6] is to
hierarchically classify qualities into (few) key qualities and (many - the rest)
necessary qualities, depending on the expected context of usage. Key qualities
create contrast and positively distinguish a product. I prefer my mobile because
it has such an awesome display, a super camera and a durable battery. Necessary
qualities usually diminish contrast and therefore distinguish a product only if
they are too negative. Although I will telephone a lot with my mobile, speech
quality is perhaps only relevant for me if it is too bad. And so are all the
other necessary qualities. One could interpret Rosser Reeves’ ”"Unique selling
proposition” [Ree61] as relating to such key qualities. He characterized a unique
selling proposition as a proposition which convinces the potential customer by
pointing to a specific benefit and which the competition cannot or does not offer.

The second issue is construct validity. It is consensus in the engineering
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sciences that measuring a quality requires determination of the context of usage
for the system under consideration. And this context dependency leads to an
inherent conflict between the validity and applicability of our quality measure.
The narrower we make our context specification, the more valid the quality
measure becomes for this special context — but the less applicable it will be for
other contexts. One could name it the “semantic uncertainty relation”. As a
result, quality notions which are supposed to be valid in a very broad context,
like "being successful” are hardly measurable at all.

Cem Kaner and Walter P. Bond [KB04] provide an excellent discussion of
the topic of construct validity with two in depth examples of "Mean Time to
Failure (MTTF)” and "bug count”. They show that even these simple measures
are by no means “direct” or "base”, but depend in their meaningfulness on many
additional contextual assumptions.

3.2.3 Interpersonal comparison of preference and utility

As preferences are entirely subjective, an essential question in our conceptual
framework is: How can we relate the different preferences or utilities of different
people?

In fact, in the middle of the 20th century, based on the understanding that
the choice of any particular utility function out of the many possible to represent
a preference relation is arbitrary, it was mainstream to think that interpersonal
comparison of utility was "unscientific’. To quote some well known scholars of
that time: Lionel Robbins ([Rob38], said “every mind is inscrutable to every
other mind and no common denominator of feeling is possible”. This convic-
tion seemed to be the base why he thought that the relation between ethics
[viewed as “speculative”’] and economics [viewed as “scientific”] could only be a
“mere juxtaposition” [Rob32] (p.132). Kenneth Arrow [Arr51] still said that
“interpersonal comparison of utilities has no meaning.”

According to his own account, Amartya Sen [Sen08| was "much concerned
with incorporating different ways of making interpersonal comparisons and their
far-reaching consequences on what is permissible in welfare economics.”, culmi-
nating in his book ”Collective Choice and Social Welfare” in 1970 [Sen70]. But
even Amartya Sen denied in 1999 [Sen99] (p.68) that it makes sense to inter-
personally compare utility.

To me this seems really strange. If we as economists want to say anything
sensible about the distribution of scarce goods, fundamentally based on the
preferences of the people — how could we achieve that without relating the
preferences of these people to one another? Obviously, in the 20th century it
was obviously not necessary to agree on one of the most fundamental problems
of this science to become a great economist.

And in sharp contrast to this dismissive attitude, it is well known that utility,
under well defined circumstances could even be ”transferred” from one person
to another. This property is the base for game theorists like Roger B. Myerson
to classify cooperative games into those with and those without transferable
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utility [Mye91] (pp. 384). The base for this transferability is the representation
of utility in a special form, namely as a linear function.

It is perhaps the major contribution of this book to explain under what
conditions money can provide a somehow “magic” mechanism which makes our
entirely subjective preference relations intersubjectively comparable and utility
indeed transferable. The key is to take advantage of the infinte many ways to
represent our (consistent) preferences with a utility function to choose just the
single one which has the desired properties. It suffices to have a single possible
valid utility function to be capable of talking about utility and still meaning our
preferences.

3.3 Beyond the preference concept

With the preference concept we introduced a binary relation about all sorts
of things and assumed that we will take any economically relevant decision
according to this relation within the framework of our additional assumptions
about the constraints of our environment. We did not try to explain why people
prefer one thing over others. To address this issue as well, we would need to
give more structure to our theory of mind.

The immediate first question is: do we need to do that as economists? My
answer is a clear yes. We cannot delegate the question of how our preferences
are formed to other scientific disciplines, like psychology, for several reasons,
some of which I list in the following.

First of all, two central, empirically testable conclusions of our money model
state how money does or does not influence our preferences (see Eq. 4.12 and
4.13). If money works according to our model, it will always be preferable to
have more then less money and money will not influence our other preferences.

Secondly, any restriction to a certain level of explanation seems to be ar-
tifical. Why should an economist not ask the obviously economically relevant
question: How do we know what we want? Is it always clear? Just ask ado-
lescents about their career aspirations. Often, people are ambivalent and not
coherent about their preferences, meaning that they have simultaneously posi-
tive as well as negative, conflicting valuations towards some object.

Even our thinking is not a homogenous whole, but results from the cooper-
ation of different, physiologically identifyable subsystems. An early such model
was that of Sigmund Freud [Fre23| structuring our mind in id, ego and super-
ego. A more recent model was proposed by Daniel Kahnemann [Kah11l] who
distinguished two complementing systems of thinking. One implements a fast
and more instinctive mode and the other one implements a slower, more con-
sidering, logical mode of thinking.

How do we know that we are free in any particular decision we take? As the
phenomena of addiction and compulsive disorders shows, just having seemingly
strong preferences does not imply that we are free to decide. I therefore think it
necessary to distinguish between "free” preferences as the basis of “free” decisions
of an autonomously acting subject and "tainted” preferences, still being the base
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of decisions according to our concept, but no longer the base for its autonomy.
Thus, it’s not enough to postulate that we have preferences on outcomes and the
ability to decide freely, that is, according to these preferences. But, considering
the empirical evidence that there can be more or less such freedom, our economic
theory with its understanding of our freedom is incomplete at its very base as
long as we do not understand how our preferences are determined.

Thirdly and trivially, essential economic issues may depend to some extent
on the content of the people’s preferences. The social preferences of different
people might differ pretty much. People who prefer to do nothing rather than
something are likely to be worse off economically in the long run, etc.

Economists talk a lot about "rational behaviour”, but an essential pillar of
the whole advertising industry is the influence of our emotions on our purchasing
decisions. So, what about the relation between understanding and emotion? I
will comment in section 8.4 on that relation a little more detailed.

And taking preferences as given and ignoring how they are built we would
also ignore a perhaps existing, quite positive influence of our economic activi-
ties on our mind. I think it highly likely that there is not only an influence of
our preferences on our economically relevant decisions, but also a relevant effect
in the opposite direction, in which a highly differentiated economic environ-
ment supports us in developing sufficiently consistent preferences over material
commodities that hamper the possibilities of a possible economic exploitation.
In this respect, sufficiently consistent material preferences might be, to some
extend, a cultural achievement.

3.3.1 Intentions: the difference between spontaneous and
selection decisions

As last limitation of the preference concept I would like to address is the clas-
sification of decisions into spontaneous and selection decisions. For a selection
decision in an interaction, I always have an additional input triggering a decision
between several alternatives. I can empirically measure my preference between
an apple and a pear and then observe which one I will buy in a defined situation,
for example, where I already decided to buy some fruits, standing in front of
the fruit counter in the supermarkt and choose one over the other depending on
their respective prices.

In a spontaneous decision, however, there is no new information available,
not even in the sense of a simple trigger signal. We just take it like that. The
alternative to a spontaneous decision is to remain in the status quo, that is, to
do nothing. The question here is: Why should I buy any fruit at all? Why do
I transit from being indifferent to some meaningful state? Thus, it seems to
me that it is not so easy to determine our preference relation with respect to
spontaneous decisions then it is with respect to selection decisions. To keep this
difference in mind, I name the preferences, that are the base for spontaneous
decisions also "intentions”: we act spontaneously to fulfill our intentions.

But we have to be careful. One important reason for seemingly spontaneous
decisions in some interaction roles are in fact actions with some input in another
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interaction, established by internal coordination. But then they are not truly
spontaneous and we do not express our true intentions with them. What we are
interested in are the truly spontaneous decisions. Here, I think, our creativity
shows up.

It seems to me that the too exclusive focus on the class of selection deci-
sions in economics has had serious consequences. It conceptually ignored the
true intentions of the acting subjects, or replaced them by the simple desire to
gather richess, and also positioned a concept of a manager as a ”decision maker”.
In management reality, the alternatives are often prepared in advance to be of
similar value and the number of alternatives to be quite manageable. So well
prepared, the fact that a manager decides at all often becomes more important
than the actual decision itself, especially in an economic context, where the ex-
changeability of the alternatives is a prerequisite. And in modern organisations,
truly important selection decisions are usually not made by single individuals,
but by groups of people like a board. The much more difficult situations are
when we have a combination of spontaneous and selection decisions with an
incalculable number of alternatives. For a manager this is the situation when
she decides about which alternatives should be prepared for a future selection
decision.

3.4 Summary

In modern economics, perhaps the most prominent example for overstretching
the arc was based on using the utility concept beyond its domain of validity,
known as “rational choice theory”. It stated that “all human behaviour can be
viewed as involving participants who maximize their utility from a stable set
of preferences and accumulate a maximal amount of information and other in-
puts in a variety of markets.”, as Gary Becker [Bec76] formulated it in 1976. In
1996 he extended the utility-maximizing approach to include endogenous pref-
erences [Bec96]. Other prominent representatives had been Michael C. Jensen
and William H. Meckling [JM76, JM94].

As we have seen, preferences is the more general concept contemporary eco-
nomics is build upon. We can use the utility concept only under very narrowly
defined circumstances to simplify our preference considerations. There are many
preferences that cannot, under no circumstances, be represented as utility at all.
And even if we are allowed to use the utility concept, there are a couple of im-
portant and relevant reasons which may effectively hinder us to determine any
real maximum to guide our behaviour. And if we do act to maximize our utility,
we just do what we prefer most, which need not be selfish or egoistic as it is
often assumed.

So, utility is nothing we have to look for in the brains of creatures. Also,
there is not the “one and only” utility. But — at least in economics — utility is
just a concept to simplify certain preference-related considerations. Its validity
depends on clearly expressible preconditions, like consistency or some sort of
exchangeability. If we talk about utility, we always have to keep these precondi-
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tions in mind to asure that we still talk about preferences. Otherwise we risk to
talk about something we still name ”utility” but which is not related any more
to the preference of people.

Perhaps I sound rather negative with all this emphasise I put on the restric-
tions imposed on the realm of valid utility representations. In fact, the opposite
is true. Why that? Why is the utility concept so central to economics despite all
its obvious limitations? Because it helps us to clear up the miracle how money
works — or as I should say: could work, how we could use money to objec-
tively compare certain subjective preferences of different people and therewidth
create a social coordination mechanism to fairly express our free material pref-
erences. And understanding this function of money requires us to understand
that money cannot, by construction, express all of our preferences, but, in the
best case, only those that can be represented by a utility function and in the
worst case not even those. In the next section, I will elaborate on this idea.



Chapter 4

Money as a mechanism to
intersubjectively express
material preferences and to
transfer utility

Equipped with a clear understanding of utility, I can now state more precisely,
what I mean by saying that money should be a mechanism to distribute util-
ity. After some brief historic considerations, I will describe money as a social
mechanism by applying the introduced two perspectives to the trade interac-
tions and the acting subjects in their seller and buyer roles. And secondly, as
the validity of the utility concept, in the sense that it reflects our preferences, is
bound to several requirements, I will investigate the circumstances under which
these requirements are fulfilled.

4.1 Brief historic consideration

History shows us that the understanding of money as a social mechanism evolved
during history and builds on a couple of different concepts, one of which was
utility as I presented it in the last section.

Another concept is that of economic value. Fascinatingly, we can trace its
discussion back at least to the ancient Greek philosophers. In his dialogue
Euthydemus, Platon let his character Sokrates say ([Pla67], p. 304):

“For it is the rare, Futhydemus, that is precious, while water is
cheapest, though best, as Pindar said.”

Thereby Platon indicates that even others, like Pindar, had thought this
issue thoroughly through and came to some not totally obvious but convincing
conclusion.

43
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Aristoteles already distinguished ([Aril2], chapter 9) two different types of
usage of every possession, one natural one and another one of exchange. The
natural way of usage is limited, the usage of exchange is unlimited. He says
"Thus in the art of acquiring riches there are no limits, for the object of that is
money and possessions”. Aristoteles thinks that most money can be accumu-
lated by trade but he does not commit himself to whether wealth does consist
in the amount of money one has or not (like Midas). He detests lending against
interest as being unnatural, “as it is increasing our fortune by money itself, and
not employing it for the purpose it was originally intended, namely exchange.”

In his Nicomachean Ethics [Ari09], Aristoteles focus very much on the right
ethical attitude or "virtue” towards the usage of money. However, in Book
V, section ”Justice in exchange, reciprocity”, he describes several functions of
money.

e (p.89) Measurement and Medium of Exchange: ”All things that are ex-
changed must be somehow comparable. It is for this end that money has
been introduced, and it becomes in a sense an intermediate; for it measures
all things, and therefore the excess and the defect — how many shoes are
equal to a house or to a given amount of food.”

e (p.89) Store of value: money change its worth as goods do, but 7t tends
to be steadier”.

e (p.89) Provision of ubiquitous supply: it must be possible for us to get
what we want by bringing the money”

Additionally, he analyses the money based bargain:
e (p.88) An equal bargain requires "proportionate equality of goods”.

e (p.89) The exchange of a bargain is driven by the needs of buyer and seller,
which are set to equal in the transaction. (also p.90) "Now in truth it is
impossible that things differing so much should become commensurate, but
with reference to need they may become so sufficiently.”

e (p.89) supply and demand must fit: “The number of shoes exchanged for
a house [or for a given amount of food] must therefore correspond to the
ratio of builder to shoemaker.”

e (p.90) A price is necessary for the exchange.

Jumping about 2000 years, In 1705, in his book "Money and Trade Consid-
ered” ([Law05], p. 4), John Law identifies a commodity’s value with its price
and explains, why the price varies differently from its usefulness. He writes:

“Goods have a value from the uses they are applied to; and their value
is greater or lesser, not so much from their more or less valuable,
or necessary uses, as from the greater or lesser quantity of them in
proportion to the demand of them. example; water is of great use,
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yet of little value; because the quantity of water is much greater than
the demand for it. Diamonds are of little use, yet of great value,
because the demand for diamonds is much greater, than the quantity
of them.”

With respect to the function of money he says (p. 6):

"Before the use of money was known, goods were exchanged by barter,
or contract; and contracts were made payable in goods. This state
of barter was inconvenient, and disadvantageous. 1. he who desired
to barter would not always find people who wanted the goods he had,
and had such goods as he desired in exchange. 2. Contracts taken
payable in goods were uncertain, for goods of the same kind differed
in value. 8. There was no measure by which the proportion of value
goods had to one another could be known.”

To my knowledge, Daniel Bernoulli [Ber54] was first to propose the revo-
lutionizing idea that the value of a commodity should be based on its utility
instead of its price in 1738:

”To do this the determination of the value of an item must not be
based on its price, but rather on the utility it yields. The price of the
item is dependent only on the thing itself and is equal for everyone;
the utility, however, is dependent on the particular circumstances of
the person making the estimate. Thus there is no doubt that a gain
of one thousand ducats is more significant to a pauper than to a rich
man though both gain the same amount.”

In 1776 Adam Smith [Smi76] still differentiated, similarly to Aristoteles,
between "value in use” and "value in exchange” to explain the Aristotelian puzzle.

Astonishingly, David Ricardo [Ric21] closes his famous book "On the Princi-
ples of Political Economy and Taxation” in 1817/21 commenting Adam Smith’s
thought with the firm statement that

"Value in use cannot be measured by any known standard; it is dif-
ferently estimated by different persons.”

Interestingly, the (true) fact that “value in use” is estimated differently by dif-
ferent persons, which serves him as a compelling argument to refuse that "value
in use” can be measured at all, served other economists only some decades later,
namely Herrmann H. Gossen [Gos54], William S. Jevons [Jev71], Léon Walras
[Wal74], and Carl Menger [Men71] to invent the subjective theory of value as
the base of modern economics: the value of a good is determined by a subjective
judgment of the owner depending on its usefulness within some intended usage
context.
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4.2 External coupling of buyer and seller: the
trade

The essential idea of the money mechanism is to extend our preference rela-
tion from single commodities to pairs of commodities and money. I call the
preferences for which this makes sense "material preferences” (see section 4.7)

Mathematically speaking, being M the set of money values and C' the set
of commodities, then the preference relation 5 C (C' x M)? relates pairs of
commodities and amounts of money. For example, let us assume that we prefer
to have 10€ and no cinema ticket over having only 5€ and such a ticket. In
symbols: (0 cinema ticket, 10€) > (1 cinema ticket, 5€). In this case we would
not pay more then 5€ for the ticket.

Why should we do such an artificial extension of our preference relation?
Because we intuitively, that is without reflection, grasp the usefulness of this
concept in supporting us in our challenge to coordinate our many social inter-
actions. Part of the money we gain in one interaction we can put on the table
in our next interaction. We can now start to realize a lot more actions, accord-
ing to our original preference relations, because of this money mechanism —
why shouldn’t we prefer something that makes this possible? So, we can state:
money works, because we prefer it to do so as whole subjects.

Next, I apply the introduced two perspectives approach to analyze the net-
work of trading interactions. First, I focus on the interaction perspective of a
money-based trade and secondly, I focus on the subject perspective.

4.2.1 Buyer

To describe the money-based trade of a commodity a I first look at a subject in
a buyer role that I name "Buyer” or B. I assume for B, that she has a certain
amount of money, her budget, mf;ml. Her task is now to partition her budget
in a way that she acquires her preferred commodity a. That is, to resolve her
preference to acquire a she has to partition her budget mZ, , into her valuation
val®, which is the maximum amount she would pay to get the commodity a, and
arest. It holds mgml > valZ. Why doesn’t she want to put her total budget on
the table? Because this would severely interfere with the coordinating function
of money.

To express her preference relation, we represent the relevant state of the
world with respect to her possession of commodity a as a pair (n,z) where n is
the number of commodities of type a and z is the amount of money she possess.
We now can relate different pairs of these state values by her preference relation:
namely she is indifferent per definition towards (0,mZ2, ) ~ (1,mZ,,, — valB)
and — assuming 1 as the unit of money — has the following preferences:

(O7mtB;tal) ~ (ngtal - valaB) <= (ngtal - 1) = (ngtal) <.
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Thus, we can define a utility function, where B gains from a trade interaction
the difference between her valuation val? and her cost? to acquire a.

Buyer: util? = val? — costB (4.1)

We see immediately that for any cost? < wval? this function is indeed a
utility function for Buyer, as the equivalence util®(cost;) > utilZ(costy) <
costy < costa & (1,mB,  —costy) = (1,mE,, — costs) holds.

This model implies that it makes a difference if we buy n goods at once or
sequentially one after the other (without considering time discounting). Buying
n goods at once, we would have to partition our budget into n amounts with
m, < >;val?. Then our valuation would be limited by our valuation of
all the other stuff we want to acquire. Buying n goods sequentially, we would
be able to benefit from the last ¢ — 1 good deals we made, where we payed less
then our valuation. Thus, our valuation would be limited by the cost the past
acquisitions have imposed on us.

We see that the available budget is an essential part of a subject’s state it
depends on to coordinate his different (economically relevant) interactions.

4.2.2 Seller

Let’s turn to another subject in a seller role which I call ”Seller” or S. A seller
S has a certain amount of money mfatal before the production of commodity
a. For production, S had to spend a part of his money, his cost>. With selling
he wants at least to get compensated for his expenses. Hence, he is indifferent
towards the following possessions (1,m; ., — costs) ~ (0,m? . ;) and the more
money he gets additionally in the trade, the better:

S S S S
(17mtotal - COSta) ~ (O’mtotal) = (O’mtotal + 1) =<...

Thus, we can define the utility of .S, he gains from a trade interaction as the
difference between his revenue’ and the cost? he has to produce a.

Seller: util® = revenues — cost’ (4.2)

Again, it’s easy to verify, that this is indeed a utility function. In economics,
there have been many other terms to name these quantities. util? is also named
"profit” or "supplier rent”, while util® of the last section is also named “consumer
rent”.

4.2.3 The trade

In a trade transaction, the external coupling of two subjects in their roles Buyer
and Seller is created by the exchange of money and the commodity a. The
coupling condition is therefore the identity between Buyer’s cost and Seller’s
revenue which we name price,, together with an increment in the quantity of
commodity a for Buyer and a decrement in the quantity of commodity a for
Seller.
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External coupling: priceq := cost? = revenuel (4.3)

According to our assumption of freedom of choice, both parties will only
agree on this trade if both take at least some utility out of it. Hence, Buyer’s
valuation as well as Seller’s cost determine the possible price range in so far
as Seller’s cost determine the lowest and Buyer’s valuation the highest possible
price. Within this price range, this trade constitutes a "win-win"-situation.

The total utility for both together after trading a at price, is just the sum
of the individual utilities and does not depend on the price.

Total utility (trade): utily torar = util® 4 util? = val? — cost? (4.4)

Please note that this form of total utility depends on our assumptions of the
simple form of Eqgs. 4.1 and 4.2 for the utility of Buyer and Seller®.

With the assumed utility functions of Buyer and Seller, both parties con-
tribute to the total utility. Buyer with a high valuation and Seller with low
costs. As total utility does not depend on the price, the role of the price is only
to distribute the utility between Buyer and Seller - hence, the notion of money
as a mechanism to distribute utility.

I give an example: A book producer and a book enthusiast have an initial
asset of 100€ each, making a total asset of 200€. The book producer now
produces a book which costs him 30€, resulting in a remaining asset of 70€
plus the new book. The book enthusiast would give away 90€ of his 100€ to
get this book. Both agree on a price of 50€. Subsequently, the book producer
has 120€ and the book enthusiast has 50€ and a book he had valued 90€,
making an asset of 140€. Together, after the trade, both have a total asset of
260€. The asset grew by the total utility created by the trade of 20€ for the
book producer and 40€ for the book enthusiast. So both did benefit from the
trade, but not equally.

4.3 Trader: Internal coupling of Buyer and Seller

Now we assume that the roles of Buyer and Seller are fulfilled by the same
subject, a trader which I name "Trader” or T, that first buys the commodity
and sells it afterwards. We thereby create an inner coupling of both roles within
one subject with the coupling condition that the commodity has to be bought
before it can be sold.

We might think that now, a commodity is first bought and sold second,
Trader creates utility twice — but this is not the case. Instead, Trader’s cost

L1f we had chosen a monotonously transformed version of both, then the total utility of

trade would look different. For example, we could have defined utilZ = log(valZ — costB) and

utild = log(revenue; — costs). Then total utility would have been utily total = log(valB —

costB) + log(revenueS — cost®) = log((valZ — costB)(revenues — cost?)) = log((valZ —
a g a a g a a a a g a

priceq)(priceq — costs)), which would not be independent of the price.
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(purchase price) in her both roles of Buyer and Seller are identical. Trader’s
revenue becomes her valuation in the defined sense of a maximal amount of
money she is sensibly willing to pay for the commodity. And thereby, last but
not least, also Trader’s utility is identical whether we describe her as Seller or
Buyer. So, as there is just one person, there is also only one utility.

Internal coupling: util® = wtil® (4.5)

Then we could take either formula of Buyer or Seller to get the total utility of
Trader as the difference between sale price and purchase price, which obviously
depends on the price(s):

Total utility of trader: util!rader = price® — price® (4.6)

If Trader is a manufacturer who buys a commodity bundle (that is a vector)
with n components and transforms it into another commodity, then this equa-
tion does not tell us anything about how the utility is supposed to be distributed
among the bought commodity components.

4.4 The traditional model

Traditionally, motivated by handling money as any other commodity (see for
example [MCWG95, OR20]), the utility representation of Buyer’s preferences is
modelled a bit differently. First, it is necessary to set a ”price” for money, which
is usually choosen as 1. Then Buyer’s utility is not given as the utility arising
from the trade, but as an absolute utility. Before the trade it is the budget
mB, , and after the trade it is the reduced budget m2,.," = mB3, , — costB,
supplemented by her valuation valZ:

Buyer: wtil'? = mB, " + valB. (4.7)

Thus, the dependence of the utility function from the trading cost occurs
indirectly through the dependence of the total budget from this cost.

This is indeed a utility representation of Buyer, as again the equivalence
util’? (costy) > util'} (costy) < costy < costy & (1,mB,,,—costy) = (1,mB,,,—
costs) holds.

However, the appearance of the total budget is a bit unsatisfying already at
this stage, as the essential dependency on the cost occurs only implicitely, while
the obvious dependency of the valuation from the total budget is not mentioned,
although this variable now occurs explicitely in the formula. Lets see what the
consequences are for the external and internal coupling of Buyer and Seller.

For the external coupling of Buyer and Seller in a trade, we then get the
total utility as before, but with an additional dependency on Buyer’s budget:

Total utility’ (trade): util’, ;.. = util'aB—i—utilf =mp,tval? —cost? (4.8)
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However, with this utility representation, the internal coupling of Buyer and
Seller in a trader does not work, as the internal coupling condition util’ B — wtils
does not hold any more.

To rescue this utility representiation, we would have to supplement the utility
function of Seller also with his total budget. But within a circular economy
where everyone is Buyer and Seller, this would lead to double counting of the
budgets of Seller and Buyer in the total utility summation.

Thus, a model that treats money as an ordinary commodity, except its linear
utility representation, where utility is somehow attributed to all commodities
and therefore also to money, is not compatible with a holistic view on economic
subjects. Such a holistic view, which takes into account all of the subject’s
interactions in its roles and the coordination of its roles, prohibits a utility scale
in an absolute sense.

Thereby money looses its interpretation of being “crystalline utility”, but it
becomes the mean to transfer utility in a trade. Whether it does so depends
on the mentioned preconditions and to what extend depends exclusively on the
valuation of Buyer and the cost of Seller. A trade is not a symmetric, but an
asymmetric situation with respect of the exchanged items. If we buy a kilo apple
for 2€, its not that the price of the apple is 2€ per kilo apple and the price of
the money is 2 kilo apple/€. Instead the price is part of the external coupling
condition of the trade which consists of a) exchanging 2 kilo apple at a price of
b) 2€ and it determines how strongly the trading partners could express their
preferences.

4.5 Money as a utility transfer mechanism

In the last two sections we have seen that our assumption of two simple utility
function definition for Seller and Buyer in a trade interaction together with the
coupling condition of a "price”, lead to a simple form of total utility, which was
independent of the price.

This function of money to work as a utility transfer mechanism is well known
in economics (see for example [Mye91], pp. 384), but, as far as I can see, not
the combination of interaction and coordination.

Up to now, the assumed form of the utility functions is in fact ad hoc. As
we have learned, any combination of a monotone function together with the
assumed utility function would also have resulted in a valid utility function —
but would not have lead to the simple form of total utility, independent on the
price.

Also, the assumption that the total utility generated by a trade is just the
sum of the utility of Buyer and Seller is ad hoc. Again, any combination of an
additional monotone function together with the assumed sum-function would
also have resulted in a valid total utility function.

But we have introduced utility not as something to look for in the brains of
people or other animals, which may be encoded differently in every subject by its
neurons and perhaps accessible by introspection, but as a concept to simplify our
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reasoning about subjective preferences under well defined circumstances. Thus,
we can use the freedom of the utility concept not to insist on any particular form,
but to choose exactly that form which makes the interpersonal comparison of
utility meaningful and thereby allows us to compare preferences interpersonally.

I now show that the utility representations I introduced for Seller and Buyer
are the only ones that fulfills our three trade-constraints as well as the trader
constraint. First, I define:

Definition 8. A money based trade between Seller and Buyer is a mechanism
which fulfills the following constraints:

o Trade-interaction constraints:

(a) The utility of Buyer depends only on the difference between her val-
uation and her costs: util? = f(val? — cost?), and becomes zero if
her valuation equals her costs, f(0) = 0, and becomes her valuation
if the costs are zero, f(valS) = val?.

(b) The utility of Seller depends only on the difference between his rev-
enue and his cost: util? = g(revenues — costy), and becomes zero if
his revenue equals his cost, g(0) = 0, and becomes his revenue if his

costs are zero, g(revenues) = revenue .

(c) The total utility resulting from the trade as the sum of the utility
of Seller and Buyer is the difference between Buyer’s valuation and
Seller’s cost and is therefore independent of the price: utill ot =
util? + util? = val? — cost?.
o Trader constraint: The utility of Trader is independent of whether we look
at her as Seller or Buyer.
The claim is now,
Theorem 1. The utility functions of Seller and Buyer in a trade interaction
according to Def. 8, namely util? and util? is given by equation 4.1 and 4.2.

To prove this theorem, we first have to provide the general utility functions
for Seller and Buyer in a trade interaction. As we have seen, valZ? — cost? is
a possible utility function of Buyer and revenue? — cost? is a possible utility
function of Seller. Then, the general utility functions for Buyer and Seller are

provided by two additional monotonous functions f,g : R — R such that
util? = f(val? — cost?) (4.9)
util? = g(revenues — cost?) (4.10)

Now, the trader constraint requires both function to be identical: f = g.
And the external coupling condition (Eq. 4.3) makes the first constraint to

utilFot = util® + utild = f(val? — pricey) + f(priceq — cost?)

With the next lemma, we prove that this requires f to be linear with zero
intercept.
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Lemma 1. Be a,b,c € R witha > b> c and f(a —b) + f(b—c) = f(a,c) not
depending on b, then f is a linear function.

Proof. 2 We can chose b = (a+c¢)/2 and get f(a—b)+ f(b—c) =2f((a—c)/2).
This value even depends only on ¢ — ¢ and not on a and ¢ individually. As
f(a—1b)+ f(b—c) is supposed not to depend on b at all, this value holds for
every b.

Substitution of x = a — b and y = b — ¢ results in

Mo S0) (220 )

for all z,y > 0.

I first show the linearity for rational coefficients and in a second step extend
this result to general real numbers.

W.lo.g. be f(0) = 0 (The general case with f(0) # 0 can be reduced to this
one by taking g(z) = f(x) — f(0) and looking at g instead.)

With induction I prove that f(nz) = nf(z)forallz >=0andn =0,1,2,....
The case n = 1 is trivial. For the induction step, set z = 2nz and y = 2z in
Eq. (4.11). Then (n+ 1)f(2) = nf(2) + f(2) = Q"f(z);Qf(z) = f(Q"Z);f(QZ) =
F(35%) = f((n+1)2).

By substituting z with 2 in f(nz) = nf(z), we get f (%) = @ forall z >0
andn=1,2,....

Together we then have for the rational coefficient ¢ = > with m,n =
1,2,3,...: f(gz) = qf(2).

To extend this result to general, real coefficients I refer to the fact that R is a
Q-vector space. That is, every real number can be given as a linear combination
of an (uncountable) index-set {p;} of real numbers with rational coefficients.

Be a = ), api, b = ), Bipi, ¢ = Y, vip; three elements of R with the
sets of rational coefficients {«;}, {8:}, {7i}. We then have f(a—b) + f(b—c¢) =
FOZ cipi =32 Bipi) + FQ2; Bipi — X2 vipi) = D2 f((ei = Bi)pi) + 52, f((Bi —
Yilpi) = 2oi(ai = i) f(pi) = f(O2; ipi™ 325 vipi) = fla — o).

What remains is to show that f(z +y) = f(z) + f(y) which results from
replacing x and y in Eq. (4.11) by 2z and 2y. O

Thus, f is a linear function. To complete the proof of our theorem, we note
that together with our boundary conditions f(0) = 0, and f(val?) = valB, f
has to be the identity function.

We have just proven that if we view money as a utility transfer mechanism,
our money based preference relation has to be linear in the money compo-
nent. Considering money as a commodity like any other, it was Léon Walras
who discovered this peculiar aspect of money and coined the term "numeraire”
[Wal74] for the money term. Economists traditionally say that our preferences
are “quasilinear” with respect to the commodity money, which just means that
they are linear in the money term and arbitrary in any other term.

2This proof is due to Martin Hérterich
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As said before, I think that it is misleading to view money as a commodity
like any other, as long as it is used for its essential function to transfer utility
in a social interaction mechanism to exchange commodities. However, as we
all know, money can itself become subject to trade, for example in buying and
selling foreign currency.

Two consequences from the linear utility representation of money are well
known (see e.g. [MCWG95], p. 45):

1. if Buyer is indifferent with respect to two bundles z,y € R™, x ~ y, then
any additional amount of money (component 1) does not change that:

(x4 aer) ~ (y+ aer),Ya e Reg = (1,0,...,0) (4.12)

2. Money (component 1) is desirable in the sense that everything else con-
stant, we prefer more money over less money:

(x + aer) = (z),Ya >0 (4.13)

This is what our intuition about money is about. If money works as intended,
then, in contrast to ordinary goods, money should have no influence on our
preference relation of these goods. And, it should always be better to have a bit
more than a bit less money. Actually, these are two well testable propositions
for the validity of our money model.

Please note that in the presented model even though money can transfer
utility in the defined sense, it does not represent or measure utility in the sense
that the more money I have, the more utility I have gathered. So, the statement
“money is transferable utility” is false in this model. Instead, individual utility
manifests itself on both sides of a trade only as a difference between some sort
of revenue/valuation and some sort of cost.

4.6 Money’s coordinating function

A direct consequence of the coordinating function of money on a large scale
is demonstrated by the three different calculations which all result in the gross
domestic product: measuring societal production, expenditures and income (see
section 4.8.1).

For money to fulfill its coordinating functions, several problems have to be
solved, some quite practical and some more fundamental. Let’s start with the
practical ones. Assuming that an individual expresses her material preferences
with her money, then the coordinating function of money is additionally based
on the simple fact that she can spend each euro only once. This is the case
if Seller can verify the authenticity and past ownership of the currency and
Buyer cannot replicate it (see the double spend problem of electronic currencies
[NBF*16], pp. xiv).
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It’s also important that the costs for the mechanisms to guarantee these
properties remain low compared to the value the money represents in the trans-
actions, as money-mechanism costs reduce total utility. Examples of “curren-
cies” that created high such costs have been gold-based currencies or the new
crypto-currencies like bitcoin.

A more fundamental problem is what I call the private public money dis-
tribution (PPMD) problem, which concerns the question of whether to provide
economic subjects with equal or different budgets (see section 7).

4.7 What we can and what we can’t buy

Without doubt, we cannot buy everything for what it is worthwhile to make an
effort, but only certain things. The reason is that a money-based direct exchange
relation of trade requires either a definable product that can sensibly be owned
and whose ownership can be transferred, or a sufficient clearly defined service
so that it can sensibly be provided by a service provider to a service consumer.

And last but not least — very importantly — it has to be the object of a
non-hierarchical preference. As I have already said in section 4.2, I qualify
preferences that are directed towards things that can be exchanged for money
as “material” preferences.

4.7.1 What we cannot buy — at least not directly

If we look at all the necessary preconditions that have to be fulfilled to enable
things to become subject to our material preferences, it is easy to identify a lot
of things we cannot directly buy in a trade interaction, although they might
still be highly prefereable to us.

Some things may be material but are a common good, owned by nobody but
available to everyone, for example our air to breath.

Other important things could be technically owned, but it is forbidden to
view them as goods, for example humans. However, to abolish slavery is a com-
parably new phenomenon. In the British Empire, slave trading was prohibited
in 1807 and slavery itself was abolished in 1833 (with the notable exception of
the territories of the East India Company, Ceylon and Saint Helena.) In the
USA, slavery was abolished only in 1865 as a result of the civil war. Nazi-
Germany enslaved millions of people during the second world war 1939-1945.
In some Arab countries like Yemen and Saudi Arabia it took until 1962 and in
Mauritania until 1980 [Kle14]. But still today, human trafficking and slavery is
a major world wide problem [KSJ*18]. The International Labour Organization
(ILO) together with the Walk Free Foundation estimate for 2016 that 40.3 mil-
lion people are in "modern” slavery, including 24.9 million in forced labour and
15.4 million in forced marriage [ILO17].

Interestingly, Adolf A. Berle and Gardiner C. Means discussed in their sem-
inal book “The modern corporation and private property” [BM33| the conse-
quences of the increasing power of modern companies up to the dimension of
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modern states (p. 1): “Spectacular as its [the modern corporation] rise has been,
every indication seems to be that the system will move forward to proportions
which would stagger immagination today [1933!]”. How true. And relating to
thoughts of Walter Rathenau, as a consequence to the observed increasing de-
tachment of the property and possessor in these large corporations they sketched
(pp. 352) as a solution to this problem a notion of the modern corporation that
serve not alone the owners nor its management, but “all society”, where "the
interest of passive property owners would have to give way” — only a small step
ahead of the idea of abolishing ownership of economic legal persons entirely.

But despite these thoughts, there is still consensus that some legal persons
can be owned, despite their necessary social and economic autonomy. In fact,
in Germany, according to GG §19(3), the constitutional rights explicitly hold
also for legal persons, ”as appropriate” — whatever that means. Notably, in the
USA, the supreme court ruled in its 2010 Citizens United v. Federal Election
Commission decision that the freedom of the press clause of the First Amend-
ment of the United States Constitution also protects associations of individuals
like corporations [otU10]. Knowing that, most people are surprised to learn,
that actually most legal persons like associations, foundations or public corpo-
rations already cannot be owned! It is only stock companies and private limited
companies where the rules of law keep up the fiction of ownership. Thus, one is
inclined to assume that a small change in the juridical interpretation of what is
“appropriate” may lead stock companies and private limited companies out of
their anachronistic state of slavery.

However, together with its ruling in the SpeechNow.org v. FEC case, also
in 2010, the US Supreme Court fundamentally changed the effective political
campaign finance rules in the USA, leading to a dramatic increase in political
campaign expenditures [Garll]. In my opinion this is a good example how the
concept of "autonomy” can be misused if we do not look at the person as a whole,
as the money collecting corporations are surely not autonomous in a true sense,
but just have to exert political influence in the sense of its sponsors.

Also, there are services which can be clearly defined, but that are also for-
bidden, because society has discovered that they dramatically interfere with ef-
ficiency or effectiveness, for example services in association with fraud, bribery
and corruption. Or they are viewed to be incompatible with human dignity, like
in Sweden and other countries the imposition to offer someone money for sex.

In addition, the service notion in the sense of a service provider and a service
consumer is inappropriate for a large class of economic relevant interactions. We
describe economic interactions as games and therefore we can expect economic
interactions to be at least as rich in their structure as parlour games. But
with more complex interaction structure, the "direct exchange” character of the
interaction gets lost and the role of money changes.

Some things can be owned but the ownership cannot be directly transferred,
first and foremost meaning! In my opinion it is one of the greatest achievements
of modern science to have developed a concept of communication that clarifies
what can be measurably transported in communication, namely information,
and what cannot be transported, namely meaning [Shad8]. According to this
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theory, meaning is always attributed locally by information processing, or, as I
prefer to say in this context, by local interpretation. An uninterpreted world is
meaningless [Rei20b]. Of course one can try to impart upon people the ability
of interpretation, but as most parents and teacher will acknowledge, there is no
guarantee.

Our inability to directly transfer meaning has enormous consequences for
what we can buy and what we cannot buy. For example, we cannot buy values
and culture, as they are deeply rooted in our interpretation ability. The same
holds for cultural things like democracy. But, despite the fact that we can’t
buy or sell such things directly, the way a society deals with money is surely a
decisive component to which values and which culture will be viable.

4.7.2 What we can buy: different goods and their charac-
teristics

The value of a good does not stick to it like its mass but is attributed by us
depending on our chosen usage context. We can classify goods with respect to
our valuation relating to a usage context according to different, not necessarily
independent criteria.

A first characteristic is the valuation’s evolvement in time. We can roughly
distinguish three classes of goods: store of value, long-lasting, and short-lasting
goods. Store of value goods increase in value over time after they have been
bought, like [sometimes] stock or [also sometimes| a new cello. Long-lasting
goods retain a significant amount of their value for a long time, like machines.
And short-lasting goods lose their value within a relatively short time frame,
for example by annihilation through consumption or because of their volatile
character as in the case of a theater visit.

Then we can distinguish between goods that are used to produce other goods,
so called capital goods, and consumption goods that are produced for consump-
tion, either in production processes or for individual consumption. Due to their
involvement in the production process, the valuation of capital goods must live
on a significantly larger time scale than consumption goods. The oven a baker
has to buy for baking his bread will live significantly longer than the bread that
is sold today and consumed tomorrow.

Another important dimension is the scaling behaviour of our valuation with
the number of goods. A typical scaling behaviour of the value of a consumption
good in an industrial mass production context is approximately linear over a
large number range. A typical scaling behaviour of the value of a consumption
good in an individual context is a fast saturation or even decreasing valuation
with increasing number. For example, within a wide range, the amount of bread
a bakery can produce is a linear function of the available amount of flour, but the
amount of bread one can consume is — independent on the individual’s wealth
— very limited. Perhaps, it is a good definition of the "industrial” character of
production to have a production context with a large range of linear cost scaling
aggregating many small nonlinear valuation ranges of consumers.
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Then there are scarce and abundant goods. The amount of a scarce good
is limited and therefore its ownership implies competition. A good example
are diamonds. The amount of abundant goods is virtually unlimited. A good
example are information goods, which could be — at least in principle — made
available virtually to everyone. However, using legal constructions like intellec-
tual property, modern societies put a lot of effort in not doing so.

Then there are complementary and substitute goods. Goods are comple-
mentary if we value them as a bundle more than the sum of their valuations as
single items. For example, a video cassette has a higher value if we also possess
a working video recorder. And the value of a telephone increases with every
other telephone which can be reached. Economists talk about externalities or
network effects. Goods are substitutes if having one good makes us wanting
the other less, that is, we value them as a bundle less than the sum of their
valuations as single items.

4.8 Material wealth

I define material wealth as the sum of material value. How is material value
generated? By the valuation of the economic subjects in their social context.

For commodities we want to use ourselves, we have defined their valuation as
the amount of money where we become indifferent between holding it without
that money compared to not holding it with the money. According to our theory,
that things do not change if we change the perspective, its no surprise that the
same holds true if we view us as being a potential seller. Then we can view
this amount as the minimal amount of money someone would have to offer us
such that we would become willing to give it away instead of using it ourselves.
However, there are two differences between a pure producer and a user: first,
for the producer, not selling means making a loss, while for the user, not selling
means further usage. And secondly, while the producer can calculate its cost
the user can only estimate his valuation.

We now can represent all sorts of material things that we could possibly own
by a vector (ni,...,ny) with n; the number of things of a sort. Then we sum
up the valuation of all things to get our wealth as the total value that we own.

According to our model, free trade increases the overall wealth, as it transfers
goods from people with lower valuation to people with higher valuation.

A trade that transfers a good that keeps its value for the buyer for a longer
time will increase overall wealth more than a trade of a good that looses its
value for the buyer quickly. One reason why investments into education raise
societal wealth much more than many other investments [Woel6], for example
into cigarettes.

So, a society does not become material wealthy because it accumulates
money, but because it uses money based trade to stimulate people to most
efficiently create as many commodities as possible which are then transferred
by trade to as many people as possible valuating them for as long as possible.
Thus, money can be viewed as a lubricant for the social mechanism to transfer
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commodities to where they are valued most. As with any other lubricant, it
is not just its existence that counts, but how it is distributed and also its turn
over velocity.

I would expect societies to differ wildly in their ability to use money to effec-
tively build up material wealth. Its not the finite natural ressources that limits
this process, but its material wealth limit should be determined by society’s
wealth creation ability and its valuation decay rate.

Beside such general statements with respect to the change of wealth, the
determination of wealth in any absolute sense is quite problematic because of
several obvious reasons.

First, uncertainty: it depends entirely on estimations. For most of the goods
we own, we might have never spent a glimpse of a thought selling them. So,
how should we quantify such a value? Even for material things we want to sell,
our valuation is an estimation, a prediction of some future trade result. And
the n : m-relation between input and output materials of modern production
makes this estimation even more difficult.

Second, fragility: On the one hand, if we discover out of the blue something
material we value high - we have become wealthier! But on the other hand,
our esteem might change fundamentally also in the other direction because of
changed circumstances. For example, assuming that we own an oil platform
worth a billion € today, we will have to re-valuate it if it explodes tomorrow.
Or if we own a large plane fleet and suddenly a pandemic ceases all flight traffic.
Or all the combustion engine driven cars in the face of global worming. Or all
the investments, Europe put into its military before 1914 — the pride of these
societies — turned out to be a gigantic value destruction machinery during the
first world war. So, what is a valuable asset today could be worthless, or even
a huge cost factor, tomorrow.

Third, inequality: the more unequally the material goods are distributed,
the less meaningful is an aggregation of the valuation estimated in this way
across different persons. What sense does it have to compare the valuation of
a second Island and a third yacht by a billionaire, which are used mainly to
impress her fellow billionaires and the valuation of a small apartment, used for
living 24x365 by a craftsman?

And forth, our valuation of unbuyable goods: Although we cannot buy peace,
democracy, freedom, justice, etc directly, we usually try to establish or keep
them by investing some money in supposedly effective procedures to support
them. How should we valuate these properties of our social world?

In summary, our theory implies that material wealth is a complex and fragile
subject due to its subjective nature. Thus, the development of material wealth
should profit enormously from societal stability without disruptive re-valuations.
This hints at a huge advantage for material wealth accumulation for open soci-
eties of economically (truly) free individuals that succeed in maintaining a social
consensus on a large time scale.
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4.8.1 What does the gross domestic product (GDP) indi-
cate?

Let us just briefly compare these considerations with one of the most widespread
modern indicators of societal "wealth”, the gross domestic product (GDP). The
measurement of the GDP is defined by the so called "System of National Ac-
counts”, maintained collectively by the UN, the European Commission, the
OECD, the International Monetary Fund and the World Bank Group [UEOT08|.

Expressing its coordinating function of money on a societal scale, the GDP
can be calculated in three different ways, mirroring the production, the income
and the expenditure view on the yearly traded commodities and the correspond-
ing money flow in a society.

1. Creation (production approach): GDP [at producer price] = gross
value of output [at market prices] — value of intermediate consumption [at
market prices| + indirect taxes - subsidies on products.

2. Usage (expenditure approach): GDP = consumption + investment
+ government spending + (gross exports - gross imports).

3. Distribution (income approach): GDP = compensation of employees
+ gross operating surplus + gross mixed income + taxes - subsidies on
production and imports.

There are numerous, well known deficiencies of the GDP. For example it
does not cover household and other unpaid work — although it covers unpaid
rent due to residential property by estimations.

As the definition of the GDP is based on the price of the goods and services
and not on their valuation, it cannot, per definition, measure wealth. Instead, in
my opinion, it measures the economic power. And it documents the coordinating
function of money on a societal scale as the balance between societal income,
expenses and production shows.

The relation between economic power and economic wealth is similar to
that of work performance and achievement: you have to work a lot to achieve
something substantial, but you also might work in vain and achieve nothing,
or even contribute to destruction. A “throwaway society”, that is, a society
creating lots of commodities with rather short duration of valuation, can be
(much) poorer despite a higher GDP than a comparable society with a lower
GDP, but producing more sustainable products. Actually this is well known,
and as a result, there is a thorough discussion about further economic indicators
to more validly estimate societal wealth (see for example [LB14], chapter 15, or
[SSF09]). The direct relevance of the difference between economic power and
societal benefit can be seen in the healthcare sector, where both, the effort,
in terms of percentage of the GDP spent, and the outcome, in terms of life
expectancy, infant mortality, obesity, etc. can be measured. I provide some
figures in section 5.2.3.
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Chapter 5

Price determination

As the total utility of a trade is per definition independent of the price, the two
equations of trade (4.1) and (4.2) do not determine the price. Instead, they
provide a more or less large interval into which the price has to settle, a space of
freedom that can be and has to be filled by further mechanisms, the mechanisms
of price determination.

In the following I will ponder about several intricacies of fair distribution
and price determination mechanism like markets. I have chosen markets be-
cause of their textbook character. There are many more like auctions or Vick-
rey—Clarke—Groves mechanism (see for example [Roul6] for an introduction),
each with its own strengths and weaknesses.

5.1 Fair prices

As the utility distribution of the price mechanism directly relates to the personal
preferences, a simple logical conclusion is the existence of a ”fair” price in the
sense that the utility of a trade is divided 1:1 between Seller and Buyer.

It is immediately apparent, that if a price can be fair, it can also be unfair
to an arbitrary degree. Although a free trade is, per definition, a win-win-
situation, it nevertheless can be arbitrarily unfair, where the advantageous party
can somehow suck almost all utility from the wronged party. We thereby get a
glimpse of the power of money as a mechanism to distribute utility. We might
be able to design it such that it distributes utility by and large fairly — or we
might design it willingly or unwillingly to become a mechanism to distribute
utility systematically in an extremely unfair manner.

5.1.1 Fairness in 1:n relations

What happens, if Seller sells his good not to a single but to n Buyers? The
first thing we have to realize is, that reasoning over this case, we aggregate
utility of different subjects. The validity of our reasoning therefore depends on
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the validity of our assumptions, that everyone has the same total budget and
has the same access to all relevant alternatives. Otherwise we might still add
numbers, which look like "utility” but the resulting aggregates have lost their
relation to the preferences of the people we were considering.

I will show next, that in the collective case the order of utility partition and
price determination plays a decisive role.

The first possibility is to average utility first and then to distribute it evenly
by deriving the individual prices thereof. Let us look again at the book producer
who now produces 2 books at 30€. There are two book enthusiasts, one with
a valuation of 90€, the other, a bit less enthusiastic, with a valuation of 60€.
The average total utility then is total valuation minus total cost divided by the
number of participants (90€ + 60€ - 30€ - 30€)/3 = 30€. If the first book is
sold for 60€ and the second book for 30€, every participant gets off with the
average utility of 30€. In summary, we proceeded in two steps:

Step 1 [Determine average utility]: @ = n%_l > (val; — cost;)
=1 (val — cost)
Step 2 [Determine n prices]: p; = val; — @

Thus, for increasing n, the average utility everyone realizes, converges against
the difference between the average valuation and the average cost.

The second possibility is to determine the local "fair” price in each trade
directly and afterwards look at the utilities of every participant. As Seller takes
part in every trade interaction, he now gets his share n-times. The first price
would determine to 60€ and the second price to 45€. The utility of the first
Buyer would be 30€, of the second Buyer 15€ and for Seller it would be 45€.

Step 1 [Determine n prices] p; = (val; — cost;) /2

Step 2a [average utility of the n buyers| 4 =1 (val; — p;)
=wval — p

Step 2b [utility of seller| u® =Y, (pi — cost;)

= 21 “29 = na®

The average utility for all participants is in both cases identical, but the
distributions are different. Now all Buyers get on average the difference between
their average valuation and the average price, and Seller accumulates all utilities
from each trade.

So, in the first case all participants benefit equally, in the second case, Seller’s
total utility increases with the number of Buyers (or sold items) and thereby
shows the same scaling behaviour as with a constant price for all trades.

Obviously, considering fair division of utility, we have to distinguish between
“local” fairness on an individual trade interaction scale and “global” fairness on
a group scale and we should be careful not to take the one for the other.

As T will discuss later in section 6, this distinction becomes of great relevance
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at a company employing n employees.

5.1.2 Fairness today and tomorrow

Another hurdle for fair prices are the uncertainties of Buyer’s valuation. While
Seller’s costs are fixed at the time of trade, Buyer’s valuation is an estimation
referring to some future state and which usually changes over time (see also
section 4.8). Perhaps our book enthusiast who was just willing to pay 90€
for the book reads the first few pages and changes her mind, now thinking;:
”0Oh what a rubbish! Never ever again should I spend any cent on this kind of
trash!” With this re-valuation she has cut her wealth in one swoop by 90€ as
she now possess only 50€ together with a book where she would not even pay a
single cent for, which even may create costs for disposal. Phillip Nelson [Nel70]
introduced the term “experience good” for goods whose value can be accurately
estimated only after they have been experienced.

So, value is created in the eye of the user and this value is quite fragile.
What seems to be valuable today doesn’t need to be valuable tomorrow and
therefore what seems to be fair today need not to be fair tomorrow.

5.1.3 Privacy and robustness concerns

Guaranteeing fair prices would also imply for Buyer a need to reveal her pri-
vate information of valuation and for Seller to reveal his private information
of production cost. Do they want to reveal this kind of information? And, if
they do so, how do we know that both tell the truth?' And, as the production
costs occurred in the past they might be determinable, but as we have seen,
valuation is just an estimation. And obviously, asymmetric knowledge of Seller
about Buyer’s cost and especially of knowledge of Seller of Buyer’s valuation is
a very good starting point for any form of exploitation.

Assuming a "fair” price in the defined sense also opens a simple manipulative
way to enlarge Seller’s piece of the cake, just by positively “influencing” Buyer’s
valuation.

5.1.4 A preliminary conclusion

Despite the many difficulties with fair pricing, there are relevant real pricing
models that follow the fairness pattern at least a bit. For example the price a
newspaper publisher has to pay to get news from the Deutsche Presse Agentur
(dpa) depends on its circulation size. Interestingly, the dpa is owned by more
than 300 publishers, none is allowed to gain more than 1.5%. So owners and
customers are mostly the same.

Hnterestingly this is possible, for example in so called sealed bid second price or Vickrey
auctions [Vic61], which combines allocation and pricing rules in a way that each Buyer must
provide her valuation as an offer if she wants to maximize her utility and Seller must reveal
his cost as a minimum price to optimize his utility.



64 CHAPTER 5. PRICE DETERMINATION

We often find these staggered pricing scheme as member fees for companies
in industrial associations, for example depending on their number of employees
or on their revenue. Or, the entry into a museum is often much cheaper for
children than for adults

Also, in the software business, with low marginal production costs, very often
companies distinguish between private and commercial usage, were private usage
is much cheaper or even free of charge, while commercial usage has to be payed
for?.

Another example where fair pricing seems to be relevant is the ”pay-what-
you-want” pricing schema, realized for example by donation after the concert of
the symphony orchestra of a municipal music school (e.g. [SSZ14]).

An important area where our model is actually applied is fair division, or
“cake cutting”, where some items are to be divided between different partici-
pants. Here money in our sense can be used to solve the problem of fair division
even if the goods are indivisible (e.g. [BMS20]).

All in all, T think the most important aspect of our fairness consideration
is, that it essentially depends on the assumption of an identical budget and
identical access to all relevant alternatives. Only then we can define a fairness
criterion against which price determining mechanisms can be measured. Also,
it is very important that we understand the difference between local and global
fairness and see that the latter is much more important.

As important pricing and distribution mechanisms with highly desirable
properties, like markets, are fairness-agnostic, it is necessary to think about
global fairness and global redistribution mechanisms by which we can at least
approximately establish the preconditions to judge local fairness.

5.2 Maximizing collective utility: markets

As we have discussed in section 4.2, the price of a single trade does not influence
the total utility that the trade creates. Interestingly, this is not the case for
collective trading at a single price, as then this price determines the number of
possible trades.

5.2.1 Collective trading

If we look at n Seller-bByer-pairs, we could look at each of them individually.
Then as many prices would be realized as there are pairs of sellers and buyers.
None of the prices would influence total utility. But how does the pairing occur?
Randomly? This would lead to many pairings where no trade would be possible,
because Seller’s cost surpasses Buyer’s valuation.

It is therefore more clever to create a market by swapping price determination
and pairing — or grouping, as I might say — and group first and determine the

2Although there may be additional reasons for this pattern, like a marketing strategy.
However, it could be that the suggested sense of fairness might be one of the reasons for the
success of such a marketing instrument.



5.2. MAXIMIZING COLLECTIVE UTILITY: MARKETS 65

prices second. Actually, as a result, a single price, the so called "market clearing
price ” can be determined where demand meets supply.

For this purpose, we rank (or order) all Sellers according to their cost of
individual commodity pieces and all Buyers according to their valuation per
piece of commodity. Thereby we create two functions:

1. cost : N — R where cost(j) gives the cost of the j-th piece of a Seller with
this rank, or the largest cost of a piece that was achieved producing the
least costly j pieces. cost has a minimum value of the lowest possible cost
of production and is per definition monotonously increasing.

2. val : N — R where val(j) gives the valuation per piece of Buyer of rank
j, or the smallest valuation of a piece that is provided by the set of the
j highest valuations. wval has a maximum value of the highest occurring
valuation and is per definition monotonously decreasing.

As is illustrated in the left part of Fig. 5.1 we pair Seller and Buyer of rank j
and calculate the resulting utility of rank j as util(j) = val(j) — cost(j). The
total utility can then be calculated by summing all utilities up to the last rank
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Figure 5.1: On the left side, the cost- and val-functions are illustrated, where
all Sellers are ordered according to their costs and all Buyers according to their
valuation. On the right side the inverse functions, representing supply and
demand are shown. The green area shows the total utility of all Buyers, and
the turquoise area shows the total utility of all Sellers.

If there is a crossing point of both graphs, then there is a natural price p* at
which the maximum number of trades can happen. The total utility, also called
Marshallian surplus, that is gained by all trades is the colored area in Fig. 5.1.
The upper, green area represents the total utility flowing to all buyers, the so
called “consumer rent” and the lower turquoise area represents the total utility
flowing to all sellers, the so called ”producer rent”.

A missing crossing point of both graphs implies a lack of supply or demand
and leaves the price a leeway
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The market price is the price where the total utility for all participants
reaches its maximum. This is a stronger statement than proposing that a market
price represents a "Pareto-efficient” solution in the sense that no one can change
its choice without rendering herself being worse off.

The solution is quite stable against changes in the extremes, comparable to
the median of a distribution. Thus, it is a good approximation that having
enough Sellers and Buyers, none of them can significantly influence the market
price by strategic manipulation. The questions is then for all Sellers and Buy-
ers, how much should they produce or consume at a given market price p* to
maximize their individual utility.

Note, that after the price is determined, other pairings are possible without
changing total utility, as long as the same maximal rank is achieved, a direct
consequence of the utility-transferring property of money.

As already stated at the end of the section 5.1.4 the market mechanism is
completely fairness-agnostic.

5.2.2 The clearing function of markets

There is a well known important additional interpretation of the relation be-
tween the cost- and val-functions, which becomes obvious if we look at their
inverses, as shown in the right part of Fig. 5.1. The inverses of both functions
can be interpreted as

1. supply(= cost™!) : R — N, which counts the number of commodities that
can be produced at least at a certain cost. It is per definition monotonously
increasing. That is, the higher the price, the more commodities can be
produced at least at that price.

2. demand(= val~!') : R — N, which counts the number of commodities
that are valued at least a given value. It is per definition monotonously
decreasing. That is, the lower the price, the more commodities are valued
at least at that price.

We can therefore state the well known clearing function of a market with
the market price p* as the price, where supply meets demand:

supply(p*) = demand(p*) (5.1)

Thus, a functioning market has two desirable properties at the same time:
it maximizes collective utility and it balances supply and demand.

5.2.3 Market failure: when markets don’t function well

As a functioning market has such desirable properties, it’s important to realize
that the realization of these properties necessarily depends on valid precondi-
tions. A failure in a sufficient precondition implies a market failure such that
a market mechanism does not maximize collective utility or does not match
supply with demand.
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Figure 5.2: The supply- and demand-functions of a monopolistic market under
the simplifying assumption that a monopolist can produce an arbitrary number
of goods with identical cost per piece. The turquoise area represents the total
utility of the monopolist, which the monopolist can maximize by setting the
number of produced pieces.

A well known example of a market failure is a monopoly, where only a single
seller exists that can produce any amount of a good to approximately constant
piece costs. As shown in Fig. 5.2 such a monopolist can, by controlling the
number of produced goods directly influence the realizable price in the market
and thereby optimize its own total utility gained from all the trades.

Another well known example of a market failure concerns asymmetric in-
formation between Sellers and Buyers. George A. Akerlof, A. Michael Spence,
and Joseph E. Stiglitz won the Bank of Sweden Prize in Economic Sciences in
Memory of Alfred Nobel in 2001 for their foundational work on markets with
asymmetric information [LPW02].

A further, rather overlooked point for a market failure are hierarchical pref-
erences. Money based decoupling of the acquisition of different goods necessarily
implied their exchangeability in the sense that we were indifferent between dif-
ferent amounts of different commodities and some complementary amounts of
money. There is no place for hierarchical preferences, where our valuation comes
close to or even reaches all the money we have.

Just imagine, you get to know that you have acquired a deadly illness and you
will die in, say, three months time. Now, someone tells you, yes, he (and only he)
has the life-saving medicine just for you. Now, how much would it be "worth”
to you? You will probably say, everything! In Germany, the pharmaceutical
industry can unilaterally fix the price of a new drug in the first year. For new,
so called "individualized therapies”, the industry justifies prizes of up to a million
€ — not with its cost, but with the "utility” it creates for the individual patient
[R618]. What would you think about a skipper in a boat in the middle of the
ocean who discovers someone drifting in the sea, holding on to a plank and
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starts rescuing the castaway only after bagging her complete assets? According
to the presented money model, invoking the concept of utility here is simply an
abuse of economic terminology to disguise plain plunder.

But we do not have to look at seemingly exotic situations. Because of the
importance of health in comparison to death and most other commodities, is
is to be expected, that in the healthcare sector market mechanisms often do
not lead to efficient outcomes. And in fact, many studies show that countries
that strongly advocate market mechanism in the healthcare industry, like the
USA, spend a comparable much larger proportion of their GDP for healthcare
without any demonstrable benefit. A recent investigation by Irene Papanicolas,
Liana R. Woskie, and Ashish K. Jha [PWJ18] reiterates that the USA ”spent
approzimately twice as much as [10] other high-income countries on medical
care, yet utilization rates in the United States were largely similar to those in
other nations.”. And, compared to these 10 other highest-income countries,
the USA had the highest percentage of adults who were overweight or obese
at 70.1%, the highest infant mortality with 5.8 deaths per 1000 live births,
the lowest proportion with health insurance of 90%, the highest proportion of
private health insurance with 55.3% and the lowest life expectancy with 78.8
years. What a poor outcome compared to the economic input!

Another example is the increasing production capacity of bio-fuel from all
sorts of grain. Thereby the rich fuel consumers with their need for transportation
and poor grain consumers with their need to eat become competitors (for a
recent study, see [FJKZ17]).

The most important case of market failure, in my opinion, is due to unequal
total budgets of the buyers and/or unequal access to all the relevant opportu-
nities. If two Buyers, engaged in two different trades, don’t have the same total
budget and/or access to the same set of alternatives while deciding about their
valuation, then yes, as stated already a couple of times, we can still formally add
up their utility values to some sum but we loose the relation of this aggregate to
their preferences. This sum will not contain this sort of information any longer,
as it is destroyed by wealth-effects (see the Walrasian demand correspondence,
e.g. [MCWGY5], p. 23).



Chapter 6

Trading labour: the working
human

6.1 A naive approach

Is selling ones labour the same as selling a book — or sugar? The economists of
the 19th century said yes: a human could be simply viewed as an intermediate
or trader: he transforms the goods for his reproduction he has to buy into his
labour he can sell. For example, Karl Marx wrote in 1849, ([Mar49], p. 399):

Labour is therefore a commodity, no more, no less than sugar. The
first is measured with a clock, the other with a scale.

And in his book "Das Kapital” ([Mar67], p. 185), he wrote:

The [exchange] value of labour is the value of the food necessary to
maintain its owner.

So, adapting this point of view to our theory, as a seller of his labour,
the employee’s salary would be his revenue, his cost would be his expenses
for reproduction, and the difference would be his utility.

But this view is seriously flawed, both on the revenue as well as on the cost
side. First on the revenue side: in contrast to a book trade, which takes place
in a logical second, the provisioning of human labour takes people a significant
amount of their life time. And therefore for most of them its content matters
more gravely. Usually, humans prefer one type of work over another one, de-
pending on their preferences. Even if they prefer a certain job together with a
salary of, let’s say, 5.000€ per month over the same job with a salary of only
4.999€ /month, they might prefer a second job with only 4.000€/month over
the first job, even for 10.000€/month. There may even be jobs which some
human would never take, not for any money in the world, due to hierarchical
preferences. Obviously, in addition to selling its labour, a human can receive
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something else to which its preferences relate to. This can be, to some extent,
interchangeable against the received wage.

Secondly, the naive economic perspective is quite fuzzy on the cost side.
What are the "cost of reproduction” for a human? Can we determine them
as objectively as the costs of a company? Is it the money needed for heating,
clothing, eating, and drinking only to prevent death? This would immediately
raise the issue of hierarchical preferences. Or is it the cost necessary for ”social
participation”? In the German law, the level of social assistance is, according to
§1(1) SGB XII, oriented at enabling the entitled people to lead a life in human
dignity, concretizing §1 GG, that "human dignity shall be inviolable’. This level
is objectified by some commission, amenable to jurisdiction. Would this define
utility as the money that is left over for leisure-activities? But what is leisure?
Is, for example, having costly children enough rewarding to count as leisure?
Or is it something else?

6.2 Recursive preferences

To sort things out, we have to reconsider what we wanted to express with money:
our preferences. This is true for selling a book as well as for selling our labour.
But there is an important difference: while we loose the book while selling it, we
gain a job while selling our labour. So, from the perspective of our theory, Marx’
assumption that we sell labour like we sell any other commodity is just wrong?.
From an employee perspective, the indifference relation is between not having a
particular job and no additional money beyond mfﬁil and having this job and
some additional minimal amount of money valfjf. Thus, the "cost”term of the
labour-seller represents the minimal acceptable amount of money for which she
would opt in favor of doing the job. In the language of mathematics we can
therefore write:

(hasNoJob,mE<¢,) ~ (hasThisJob,mE¢, + valfoie)
< (hasThisJob, mEse, + valjh;%e +1)
=<
I call this minimal amount of money also “valuation” as it expresses the
valuation of the content of work by the employee. To distinguish it from the
valuation of the employer, I speak of “external” valuation of the work in the case
of the employer and of ”inner” valuation in the case of an employee.
Actually, whether or how much our preferences influence our choice of job

type is an empirically testable proposition and there is clear evidence for that.
For a recent discussion of the trade off workers make between job characteristics

IThis mistake makes Marx in my opinion to a somewhat tragic figure. Starting from a
deeply rooted humanistic conviction, he pursued an economic theory based on completely
inhuman principles.
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for earnings, see for example [GB16, Fell2] and for an overview of work as a
source of meaning see [CM18].

As with the valuation of the employee, we are not committing to the reasons,
why an employee chose a particular amount, besides that his choice was not
based on sheer necessity. It could be that he likes the job so much that he
would do it virtually for nothing, or he likes the job very much, but knows
about the high valuation of the employer and what his fellow employees receive,
or that he dislikes the job and sees the salary as a indemnification, etc.

In contrast to trading ordinary goods, trading labour — in a free world — is
therefore symmetric with respect to the discretionary component of employer
and employee: the employer has a discretionary component resulting in some
maximal amount of money she is willing to pay and the employee has a discre-
tionary component resulting in some minimal amount of money for which he is
willing to do the job.

Employer:  util®?" = wal ExtEer — priceZer 6.1)
Employee:  util?®® = priceZ® — vallntZee
Total Utility: utily totar = valExtf" - val]ntf;ee

Actually, this model entails some interesting consequences. As for selling
ordinary goods, the total utility can be influenced by both participants. The
employer by creating a productive environment where it makes sense to pay an
employee a lot of money — that sounds OK — and the employee by preferring
this work so much, that he is willing to do the job almost for nothing, even
negative sums are conceivable — that sounds strange. At first glance, it may
seem that this inverse relation enforce an indemnification semantics on every
salary where the salary has to compensate for all the scourges of the job. But
caution! The valuation of the employee does only represent the lower boundary
of the possible salary interval and not the salary itself. The following section
shows that the situation can be quite complex.

6.3 Fair salaries

As in any other trade, the possible price range for labour could be substantial
and the price, that is, the salary, is therefore subject to negotiation. Now, lets
assume, that people have a hierarchically superordinated preference for fairness.
What are the consequences?

If we view a company as something owned by some god-like patriach, pro-
viding completely directed "taylorized” relations of employment with predefined
tasks for everyone that only have to be filled by some completely exchangeable
employees, then it may seem fair to the owner to share the total utility generated
by the company 1:1 with all his many employees — the second case of section
5.1. This means for arbitrary large companies arbitrary large shares for the
owner. The share for the employees becomes their salary for them and costs for
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the owner. His share becomes his profit. The question is for what purpose does
the owner gets all this utility gains from this company? If the owner withdraws
his profit out of the company, then, according to our model, he will use it for
possibly completely different, other purposes in other interactions. Possibly for
private purposes - but even if he would put it in different businesses, this model
is of questionable value, as doing successful Business A is probably only a weak
indicator to become equally successful in another Business B.

If, in contrast, we view a company as a (legally) unowned person in itself
that provides the jobs and is reciprocally shaped by its employees and that
fulfills its destiny because of a collective effort, then we would conclude that
its fruits should be partitioned equally with everyone who has put equal effort
in it — the first case of section 5.1. Then, the generated utility would have to
be divided equally among all its employees alike with no leftover because the
money necessary for fulfilling the company’s economic purpose is already com-
pletely taken into account by its cost-terms. There is no money categorizeable
as "profit”. This draws our attention to companies as legal persons pursuing
a given purpose with the autonomy of a real person and where thinking in
the category of “ownership” is actually inappropriate (see section 4.7.1). And
this purpose cannot be "maximizing profit” according to our money model, but
must be something substantive, such as making the world happy with great cell
phones.

But our assumed superordinated preference for fairness has an even more
important consequence, as it renders the preference relations to become recur-
sive?. Let us assume that an employer has to offer a job that she valuates at
130.000€. The employee with a superordinated preference for local fairness has
an initial valuation of 10.000€. Thus, a fair salary according to the model of
local fairness would result in a salary of 70.000€. But the employer offers the
job for 20.000€ and and the employee starts working. Now, he discovers, that
the employer’s valuation is indeed 130.000€ and therefore a fair salary would
have (initially) amounted to 70.000€.

What sum would this employee have to claim to remain in the company?
If he claims 70.000€ as the minimal salary to stay in the company, he in fact
relates to his own, older valuation of 10.000€ — which has just changed. So
assuming 70.000€ as minimal acceptable salary, a fair salary would amount to
100.000, and so on and so forth. The preference relation becomes recursive.
And the fixpoint is the valuation of the employer, in this case, 130.000€ and
the utility of the labour trade becomes zero! As a result, the fairness notion
of the employee fits exactly the valuation notion of the company, no conflict
of interest occurs with respect to the general goal of remuneration (although
a conflicting estimation of the valuation between employer and employee could
persist). The utility of zero for the company just means that it does not employ
people to make a monetary expressible profit but only to reach its business goal.

2 According to my knowledge, recursive preferences were introduced to economics by David
M. Kreps and Evan L. Porteus [KP78| and Larry Selden [Sel78] to distinguish the separate
roles of time and risk. See also the work of Larry G. Epstein and Stanley E. Zin [EZ89] and
Philippe Weil [Wei90].
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Another recursive relation between the preferences of employer and employee
might be created by a dependency of the external valuation of the employer on
the internal valuation of the employee. The employer might expect that an
employee who highly valuates doing a task will on average perform this task
better than another one with lower internal valuation. In this case it would
make sense for the employer (and it would be fair) if she pays employees with
higher internal valuation more than employees with lower internal valuation -
although the latter would possibly start working only for higher salaries.

6.4 Severance payments

In Germany, with its good protection against dismissal, we can empirically de-
termine how much people valuate their current job compared to what they
“really” want. Because of this protection we can, depending on additional cir-
cumstances like their expectations about the alternative to remain in a viable
company, assume that the employees take their decisions for or against some
severance package freely. With our theory we can then interpret the tendency to
accept severance payments as an indicator for the strength of their preferences
to work.

Let us assume that an employee earns a total future salary of m]EOebe for the
next n years until normal retirement. The risk of forced dismissal is assumed to
be zero. Now, the employer wants to reduce its workforce and offers severance
packages to convince employees to leave the company on a voluntary basis. Here
the employee has to give up some money mZ . . if he wants to quit. That
is, the severance package equals the total future salary of the employee reduced
by the waived amount:

FEee Fee

SEVETANCE = Moy, — Myepynciation

Thus, the employee has to (freely) decide between the alternatives

(hasThisJob, mﬁ%e) versus (canDo WhatHeReally Wants, severance)

Or, by subtracting on both sides the severance, equivalently

(has ThisJob, mEee ) versus (canDo WhatHeReally Wants, 0)

renunciation

If the employee accepts the severance package under these circumstances,
the sum mZe . . . can be interpreted as a money-expressed lower bound for
the dislike of the employee to do his job instead of what he "really” wanted to
do. The more money the employee is willing to give up, the greater his dislike
of his job.

The consequences of such programs for the company might be much more
severe than getting rid of some employees and loosing some money. While
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an employer usually tries to attract employees with attractive conditions and
salaries, she now in fact, puts money on the table to incentivize quitting and
therefore improves her negotiation position by ruining the working conditions or
threatening with future termination with worse conditions. In real life, things
get more complex, as the employer then would have to convince the remaining
rest of the workforce that this was not meant to be directed towards them. So it
might be important for the company that the remaining rest of the employees,
while not being directly involved, still valuates the offer of the company as being
fair.

6.5 The consequences

Obviously, the most important consequence of the mutual discretionary com-
ponent in trading labour is that, together with a hierarchical preference for
fairness, the total utility function of the trade becomes recursive.

As a result, the clash of a patriarchic owner of a company with strong local
fairness preferences with employees with the same attitude will create a strong
conflict of interests. The conflict will be even larger if the owner is an adherent
of the outdated theory of profit maximizing of the firm [JM76] and has the goal
to minimize the salaries.

For an unowned (legal) person as an employer, with a superordinated pref-
erence for fairness and endowed with a given purpose, this conflict does not
occur, as in this case it is natural to hand out the complete valuation of a job to
an employee. Because the valuation of its workforce is exactly the money that
remains after the company takes into account all its different cost of production,
research, business development etc. What is left is the money it is able — and
in this case also willing — to pay to the workforce as salary. Beyond that, there
is no need for any left over to be additionally pulled out of the company for
purposes completely unrelated to the business purpose.

Another important consequence of the recursive preference relation is that
labour markets cannot work the same way as markets for ordinary goods which
is already common sense in behavioural economics (e.g. [Doh14]).



Chapter 7

The private public money
distribution (PPMD) problem

According to our theory, providing someone with a certain amount of money
enables her to express her material preferences in all her trading interactions. As
we have seen, the budget a person holds is key to understand how money makes
subjective preferences interpersonally comparable — or incomparable. Providing
someone with a comparatively larger or smaller budget results in an obvious
stronger or weaker expressive power. Or, to put it a bit differently, if in a trade
people with more budget put more money on the table, instead of expressing
their stronger preferences, they perhaps just express that they have more budget.

Thus, per definition, if everybody has the same total budget and the same
access to all relevant alternatives, then the money mechanism makes — per defi-
nition — the material preferences of different people comparable. So, depending
on the fulfillment of these preconditions, the money mechanism achieves a little
miracle, namely to objectify the entirely subjective perspective of our material
preferences.

Thereby, our economic theory creates a strong tie to the moral theme of
equality: Is it desirable to endow people with different or equal budget and
therefore power to act according to their material preferences?

In my opinion the answer is indeed rather complex because our discussion
must address at least these three questions: who owns the money from a legal
perspective, who has the (real) power of disposition and who is affected by the
effects.

Usually we attribute the private/public-distinction from the legal perspec-
tive: everything I own belongs to me and ownership establishes the right to the
power of disposition and makes my owned things private to me. Public goods
either cannot be owned, like air, or are owned by some public organizations that
themselves cannot be owned by some individual.

But I think that it makes sense to use this private/public-concept also to
structure the answer to the other two questions.
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Pondering about the power of disposition directs our attention to the pref-
erences and expectations of the acting subjects that use their available money
to change the state of the world. Our preferences could be selfish, valuating
only ourselves or they could be otherish, valuating also other people. I call
money that is intentionally spent for selfish vs. otherish purposes "intentionally
private” vs. “intentionally public” money.

On the other hand, talking about the effects, we talk about how all of us are
simultaneously affected by these changes and how we interpret them according
to our preferences. If the new state of the world is only preferred by ourselves,
then I call money whose use had this effect "effectively private” money and
money that changes the state of the world such that the new state is preferred
also by others "effectively public” money.

And finally I would like to point out that the private/public-distinction can
be understood as a recursive concept. That is, we can understand "private” also
with respect to well defined groups of people, like the people of a family or an
organization. The latter is expressed in the juridical notion of a ’legal’ person.

7.1 Equal or unequal power to express material
preferences?

The idea that all humans are equal has a long philosophical tradition. Thomas
Jefferson phrased it as ”All men are created equal” in the preamble of the US
Declaration of Independence in 1776. 172 years later, in 1948, the United Na-
tions Universal Declaration of Human Rights states in its Art. 1, sentence 1,
”All human beings are born free and equal in dignity and rights.”

From this principle, democracies derive the political demand of "one hu-
man, one vote” to express individual political preferences. Now the question is,
to what kind of money should we extend this political demand for equality? I
think, two things are obvious: first, as the expressive power is based on our total
budget, the politicial demand of equality must directly translates into the de-
mand of equal total budget. Secondly, the demand can only be directed towards
private money, that is to money that relates exclusively to our own preferences.
So, we have to examinate, whether we should demand equal budget for inten-
tionally private money or equal budget for effectively private money? And we
have to examinate whether we should pose what kind of other restrictions for
the use of public money.

Using money effectively private is obviously not the same as to use it inten-
tionally private, that is, to express egoistic preferences. It is certainly possible
to change the state of the world from an exclusively egoistic perspective were
this change nevertheless may be important also to other people. Conversely, the
satisfaction of individual needs, of which we initially assume a certain equality
from an ethical perspective, can have a very different private or public charac-
ter: although my desire to eat, drink and house, etc. are not more important
or more precious than the desire of any other fellow human, they are possibly
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not exclusively private. For example, a mother who eats properly also acts in
the interest of her child. The same is true for any loved one from the viewer’s
point of view.

I think one principle should be that there is no reason to put someone in a
position to have more power than others to change the world’s state in a way
that only he finds the new state more prefereable than the previous one. Thus,
if we adhere to the moral principle of equality, we must demand, that within
the realm of economics everybody to have the same budget of effectively private
money.

It is actually not so easy to change the state of the world with money in
purely private terms in this sense. In a free trade this is the case when Buyer
pays only Seller’s cost, leaving Seller indifferent. For example, if I buy an apple
for its production cost and eat it, it is just me who benefits from this trade. But,
if I buy an apple for my little daughter for a price that is above its production
cost and she eats it, it is her who benefits from this trade together with the
apple seller who gains some utility and perhaps me, because I like my daughter
to become satisfied.

But hold on — what happens, if I buy the apple for my valuation? Then
its me who remains indifferent after the trade and its only Seller who benefits.
Thus, although I spent my money, this money was private for Seller as the trade
changed the state of the world such that only Seller benefit and nobody else.
Here the magic of money shimmers through, as we can make others’ money to
work effectively private for us in our sense just by changing the price of the
commodity.

Thus, Buyer’s money of a trade cannot be partitioned into two parts, as
utility does, one private part of Buyer and the rest. Instead, equalling Seller’s
cost, the whole money of the trade leaves Seller’s preferences indifferent, that
is, the money was effectively private money for Buyer. And equalling Buyer’s
valuation, the whole money of the trade leaves Buyer’s preferences indifferent,
that is, the money was — although it was spent by Buyer (!) — effectively private
money of Seller.

Now the other case of effectively public money, where we use money such
that the preferences of others are affected. Obviously, effectively public money
is not only the money we use for public schools or public infrastructure, but,
as said before, already in a simple trade our money we use as buyer affects the
preference of another subject, which makes it effectively public.

What kind of principles can we derive for the use of public money? Here, we
cannot, derive any simple budget restriction rule for the individual. Instead it
is sensible to demand that effectively public money should achieve a somewhat
optimal allocation of commodities in the sense of all.

We could say that it does not make sense to name money in such a way, as
this distinction between public and private is obviously not a property of the
money as such, like the light absorption or the mass is a property of coins, but
it depends on the context. But we agreed at the very beginning of the book that
it makes sense to view something as X if it fulfills the necessary functionality
to qualify as X. In my opinion, the example of public and private money does
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not invalidate this conceptual approach to view our world, but just shows how
dynamic and contextual — or, one could even say 'magic’ — our world becomes,
if we look at things from a functional perspective.

On the contrary, this functional view directs our attention to the function
of the money mechanisms: we might be able to achieve our demands at least
approximately by designing the money mechanism in a way that it functions as
desired.

7.2 The relevance of the relation between our in-
tentions and our effects

Now, we are facing the problem, that our moral imperative is directed towards
limiting private effectiveness but what we can much more easily achieve is lim-
iting the amount of money that someone can spent, that is the (private) power
to dispose.

The relationship between our intentions, whether they are purely selfish
or also directed towards others, and the effects of our economically relevant
actions is only a loose one. ”well intended” does not imply “well done” and
people can do great things for others out of purely egoistic motives. In fact,
in a free trade, even purely egoistically motivated subjects will usually have
to partition their utility with the other participant. This does certainly not
imply that economic mechanisms aggregate purely egoistic preferences easily
into universal prosperity. And it does also not imply that our intentions are
irrelevant. Quite contrarily, as the proverbs "Where there’s a will there’s a way”
or "Faith can move mountains” illustrate, our intentions play an important role
in our economically relevant acting. Our ability to perseveringly act according
to our intentions despite the many imponderables and random nature of our
environment is one of our greatest strengths. But we do know that people differ
strongly in their ability or willingness to act in favour of others.

So, there is indeed a very good reason to provide different people different
total budgets for these public purposes — and I think it is the only rational a
priori reason to do so from a collective point of view. It’s because we expect them
to use it better for the good of the affected people than others. Nevertheless,
we could think of additional reasons for a certain unequal power to express
exclusively self-directed preferences, due to additional functions, money can
fulfill. As money is a part of a complex system to regulate the social performance
of the people, it also serves as an incentive, a recognition and a reputation
instrument. So, it could be that even an egalitarian society accepts a certain
inequality in this respect to allow for an effective respective social signaling
within the society. But there may be other ways to achieve these goals.

From a philosophical point of view, it’s interesting to note that the argu-
ment to distribute public money unevenly was that people differ in their social
preferences and abilities and that they are in particular not entirely selfish.
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7.3 The problem of positive feedback and the 1:n
problem

If the number of people is n and everyone would freely and randomly trade
with everyone else we would have a number of trades of the order O(n?), and,
starting with a balanced initial budget distribution, we would possibly get a
balanced steady state with a balanced in- and outflow of utility for everyone.

But as it turns out, we do not see this kind of economic networks in real-
ity. Instead, we see a spontaneously forming topology of trade relations with
pronounced star character, such that there are few nodes with very many trade
relations and many nodes with comparable few trade relations. In other words,
comparably few companies sell their products to comparably many consumers.

Let us assume we have a producer of mobiles. That this company produces
mobiles is indeed in the sense of (almost) all, as almost everyone wants to have
a mobile and draws quite some utility out of it. A typical network effect: the
more people have a mobile, the greater their individual utility. Obviously, this
company handles a lot of public money.

Now let us assume that this particular company does a slightly better job
than all the other producers of mobiles. It would be desireable to put this
producer of mobiles in a slightly better economic position compared to all the
other producers, as she better knows how to produce mobiles. This is exactly
what a market economy does: it enables this "best” producer of mobiles to
get a relatively larger share of the total utility generated by mobiles than other
producers. Using her know-how and the additional money, she could express her
preferences for the necessary ressources for production of her better mobiles a
bit more powerful than her competitors. This seems to be a sensible mechanism:
who else should get these resources?

But, what happens, if this effect becomes too strong? It’s actually a positive
feedback loop and as we know from control theory, positive feedback exacer-
bates the effects of small disturbances and causes system instability, far off any
equilibrium. What if, for example, due to platform effects, the utility accu-
mulation becomes so large, that this producer cannot, even under the most
optimistic circumstances invest that much money into the production of ever
better mobiles. This would certainly make no sense. Thus, with markets we
install a positive feedback mechanism that is, to a certain degree, desireable, but
has also some destabilizing aspects and therefore needs additional regulations
providing stability and robustness.

Things become even worse, if we look at hierarchical preferences. Let us
assume that we have a set of consumers with approximately equal total budget
and a basic commodity which is absolutely essential for virtually every consumer
like staple food or a life saving vaccine against a deadly disease. And we have
Sellers that can produce this commodities at comparably similar low and ap-
proximately constant piece costs. Hierarchical consumer preferences then mean
that the valuation of each consumer is close to its total budget. The left part
of Fig. 7.1 shows the utility partition provided by a market mechanism unter



80 CHAPTER 7. THE PPMD PROBLEM

perfect competition on Sellers’ side. The price will be close to the production
costs and the utility gets distributed largely to the public. But what happens
with a monopolist, that is, a market where Seller is in a 1:n position against all
Buyers? The right side of Fig. 7.1 shows that, because a monopolist can control
the amount of commodities available for trading, he can virtually suck up all
utility available in the market!. And the money flow of these trades serve more
or less only the interests of the monopolist and in the limit, all the money of all
market participants becomes effectively private to him.
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Figure 7.1: Part A) on the left side illustrates a market equilibrium of a ba-
sic commodity which is valued by all Buyers approximately equal. Part B)
illustrates the same situation where a monopolist can determine the price via
determination of the number of produced items nx. The green area shows the
total utility of all Buyers, and the turquoise area shows the total utility of all
Sellers in A) and of the monopolistic Seller in B).

The 1:n problem and especially its monopolistic version shows that its the
organizations as legal persons that matters and much less the single economic
subject, because these organizations handle much more money. Monopolistic
provisioning of basic goods with price determination by market mechanism is
to be avoided.

7.4 The social intricacy of a world with money

Obviously, a world with money is socially rather intricate. To assess the social
function of money, we have identified the criterion of our interpretation of the
effects of money-based commodity reallocations based on our preferences — not
only the preferences we can express with money, but all of our preferences,
including hierarchical ones.

But we only can allocate money to people who will handle it according to
their preferences and expectations. And whether we economically act with the

IPlease note, that this example is just for illustrative purposes, as for Buyer’s valuations
that are close to her total budget, our model as such becomes invalid
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intention to affect the preferences of others and whether and how we do affect
the preferences of others is only loosely related.

We cannot differentiate between private and public money as we can differ-
entiate between red and yellow flowers. Whether the money serves private or
public purposes is not a property of the money itself but a question of its usage
context. Additionally, the effective private vs. public character of money is not
a hop-or-top case but more of a contiuum. Our used money could benefit only
me, me and someone else to different degrees, some other people, a lot of other
people, etc. The benefit could become obvious immediately or only after a long
time — or there could be even no benefit at all, but the opposite.

What’s today reality? The economic inequality of humans in history and
still today are just unimaginable. In a much-acclaimed 2014 report, entitled
"Working for the few. Political capture and economic inequality” [FNG14], the
independent emergency aid and development organization Oxfam reported that
almost half of the world’s wealth is now legally owned by just one percent of the
population, the wealth of the one percent richest people in the world amounts
to 110 trillion US$ which is 65 times the total wealth of the bottom half of the
world’s population, and the richest 85 people in the world own the same as the
bottom half of the world’s population (for a current comprehensive survey of
the development of the world’s inequality, see also [ACPT18])

Even if we cannot logically conclude from this blatant dysbalance to some
exact estimate of the distribution of effectively public budgets, just a brief,
superficial look at the world suggests that it directly translates to an equally
blatant dysbalance of the latter jeopardizing the efficiency of the money mech-
anism in a most fundamental sense. Today’s inequalities in the distribution of
private legal wealth do indicate that even those societies that currently view
themselves as "modern” are indeed pretty archaic at least in the way they han-
dle money — with all its devastating consequences. In Germany approximately
30% of wealth [CBW16], is just given to people without any track record of
their ability to handle it in the sense of all, namely by bequest and donation
[Bec04, ACP*18]. We even tolerate money distribution mechanisms distribut-
ing hundreds of millions of Euros or Dollars completely randomly to people
having nothing more to show than a small slip of paper with some numbers on
it and call that a "lottery”. How weird is that??

7.5 Towards a solution of the PPMD problem

A solution of the PPMD problem leverages the strengths of the money mech-
anisms and mitigates its risks. I view as a strength that under benign circum-
stances it can enforce even the greatest egoist to create utility also for others

2As some earlier reviewer has remarked, the style of this publication is generally quite
formal. So, perhaps some reader might feel that an expression like "How weird is that” gives
a ”"pamphlet” flavor to it. But in my opinion, expressing amazement or bewilderment is at
the heart of any scientific thought. So, with this brief sentence I just express my irritation
about this — at least from the point of view of my theory — unbelievable stupidity of a human
society. (see also below)
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in virtually all its actions. The large risk however is that it allows unequal
effectively private budget allocation to an unimagenable extend.

We discussed a lot of methodological difficulties. They arise if we try to
sort things out from a local perspective. If we give up our aim to find an exact
solution but are satisfied with an approximate solution, a broad perspective
suffices. The frame of the broad perspective is the social consensus that the
function of money in the large is based on the fact that it really serves the
interest of all and not just a few. Viewing the interest in which the money
is spent as a key indicator we must state that the interests of different people
are quite different. Some overlap very much, they can be disjoint, or they can
even be opposite. Is money I spent for my education private or public money?
Actually, society as a whole has a strong interest that people are well educated.
And therefore this money has — in my opinion — a strong public aspect. Is money
that we spend for our military in the public interest? If the military is used for
aggression, it’s obviously not, if it’s used for purely defensive purposes, it’s (to
a large extend in my opinion) yes.

This shows that the question whether some money is private or to which
degree it is public money, and whether it is wisely spent or not, is subject to
discussion and possibly not even decidable in every case. Thus, the solution
of the PPMD-problem has to be thought more of a societal discourse, as an
everlasting, ongoing struggle to converge to a consensus. And this discourse
will to a large extend be based on conjectures and generalized assumptions,
why it will reach far into the realm of values and culture (see section 8).

As already touched at the end of section 7.1 we can hope to approximately
solve the PPMD problem by designing the money mechanism in a way that it
functions as desired. For example we have to prohibit monopolistic provisioning
of vital basic commodities together with a price determination of a market (see
section 7.3).

There are, indeed, a lot of societal developments which can be understood as
a development in the direction of an intelligent solution of the PPMD-problem.
One necessary requirement seems to be to separate the personal remuneration
from the collective value that the person handles. If someone shows the ability
to handle money wisely in the sense of all, she should not get more private
money for herself, but more public money to handle it in the sense of all. This
separation is very much supported by the juristical invention of an organization
as a ’legal’ person and the modern employment relationship, where according
to the German Bundesarbeitsgericht [BAGO03| an employee is only supposed to
act as well as he can and does not owe the effect.

At least in the public sector of western-style democracies, this principle seems
to be partially implemented. In Germany, the German Bundeskanzler(in) gets a
salary 1.66 times larger then the highest civil servant salary B11 (BMinG, §11),
which sums up to approx. 350.000€ a year. Compared to the yearly minimum
salary category A2 of a federal civil servant of approx. 27.000€ this makes up
a factor 13. In the German military, not really known to be the stronghold of
egalitarianism, the factor between the income of the most simple soldier and a
4-star general is approximately 7-8.
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Although these factors are still quite large, they are by far smaller than what
we find in feudal structures or in contemporary large stock corporations, espe-
cially in the USA, and to a somewhat lesser extend in Germany. For example,
Tim Cook, the CEO of Apple Inc. earned approximately 125 Mio US$ a year
[App|, which makes, compared to the current minimum wage of 7.5US$/h or
approx. 13500US$ /year, rather an absurd factor of almost 10000! How weird is
that?

Another important pilar to an intelligend solution of the PPMD problem
seems to be the provisioning of basic commodities. Here supply always should
outnumber demand, avoiding any monopolistic 1:n provisioning. For staple
food, this has been achieved, but not, for example, for housing.

Often, companies are taxed differently from private persons and higher in-
comes are taxed over-proportionally — but rich people may find ways to evade
these costs, especially by ”"economizing” it. Sometimes luxury goods are taxed
higher than ordinary ones. Some countries distribute goods and services that are
viewed as essential for the individual development, for example education, not
by market mechanisms. Etc. But at the same time, and quite in contrast, the
individual contribution to the financing of services like healthcare or pensions
is often even capped.

What happens, if we do not ”solve” the PPMD-problem? Money as a utility-
distribution mechanism is a social tool with a lot of positive — but also negative
potential. We cannot outwit the money mechanism. The degree to which a
society uses money in the interest of all versus in the interest of a few cannot
be hidden and should be quite obvious from a broad perspective.

What happens, if single individuals or small groups get into positions to
handle a lot of public money in an area where they have no proven track record
to act in the sense of all? A successful tennis world champion might be a disas-
trous business man, a somehow successful business man might be a catastrophic
president or a super rich might prefer to invest billions of dollars into prestigious
projects like sending a couple of people to Mars while hundreds of millions of
poor people on earth have no education or even die because of such simple things
as dirty water or senseless wars — although this might still be better than ac-
quiring the next private island and the third private jet or yacht or whatsoever,
things that will idle most of their lifetime.

With today’s money mechanism, the global scale of trade makes is possible
for individuals to accumulate "utility” on an incredible scale - ridiculing the very
idea to express individual preferences on an equal basis with the devastating
consequence of destabilizing our society. In my opinion, the current political
system of the USA is a good example to demonstrate the severe consequences
if people are allowed to influence public policy by almost limitless accumulated
private money [Heb19)].
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Chapter 8

Money and morals

There is an obvious strong and ambivalent relation between money and morals.
Lots of proverbs illustrate the negative side, like "Pecunia non olet”, “money
makes the world go round” or it is easier for a camel to pass through the eye
of a needle than for a rich man to enter the kingdom of God” (Bible, Matthew
19:24). But, there is also the experience that trade brings strangers together
and there are many examples, where economic prosperity has also led to cultural
flourishing, like Venice in the early Renaissance or Florence somewhat later.

Economics as a science is indeed build upon profoundly moral premises,
most importantly the premise of truly free decisions, the dependence of any real
existing money mechanism on its acceptance, our desire to implement a concrete
money mechanism with certain desired properties, the win-win-character of a
free trade, the discretionary component of humans offering their labour and our
justification to distribute effectively private budgets equally and public budgets
unequally. And there is a strong influence from the way we view money and use
it back to our values and culture. There are famous works, investigating the
mutual influence of culture and collective economic behaviour, like, for example,
Max Weber’s "Protestantische Ethik” [Web45], or Michio Mosihima "Why Japan
has succeeded” [Mor82].

To provide two concrete examples: Armin Falk and Nora Szech [FS13] pro-
vide empirical evidence for a decay of moral values through market interaction.
In the experiment, subjects decided between either saving the life of a mouse or
receiving money. They found that under market mechanisms, the willingness
to kill the mouse is substantially higher than in individual decisions. And in
a multilateral market setting, prices for life deteriorate tremendously. Quite in
contrast, Joseph Henrich et al. [HBB*05] provided strong empirical evidence
that the more important exchange relationships are and the higher the benefits
of cooperation in daily life become, the more prosocial behaviour occurs in a
society.

I am convinced that one characteristic of modern societies is their require-
ment of a high degree of mental contextual differentiation of their people. They
can behave selfishly in the context of a market and empathically in the context
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of their family. They can behave cooperatively in the context of work and com-
petitively in the context of a job advertisement. At the doctor’s, they expose
themselves without shame, and in public, they do not. Etc. But for this quality
to fully unfold, it must be possible for the people to distinguish the contexts
with sufficient certainty. And it must be clear that with their contextual adap-
tation of their behaviour, they still stick to their superordinated preferences, for
example for fairness.

In this book I mostly looked at direct effects of money in trade interactions.
But as shown, a trade is just a role-based description of an exchange relation
between two complete subjects. Thus, holistically viewed, this exchange has
many more effects, which I call “indirect” as a tribute to the initial focus of our
attention, the trade. In my opinion the indirect effects are even more important
then the direct ones. Although we can express only our material preferences
in a trade, its effects also affect our hierarchical superordinated preferences.
As T stated in section 4.8, we cannot buy peace, democracy, freedom, justice,
etc. in a trade. But obviously, the way we handle money in trades is a strong
determinant of these other things. Thus, from an economic perspective I would
say that despite the outstanding significance of trade interactions for our society,
the most important glue is of indirect nature: from an economic perspective we
live in an "#ndirect society’.

So, in the following I will elaborate more on the important relation between
the way we handle money and its influence on our values and culture. It is my
impression that especially the relation between values and culture and money
is a good example for John M. Keynes claim that “the ideas of economists and
political philosophers, both when they are right and when they are wrong, are
more powerful than is commonly understood. Indeed the world is ruled by little
else.” (|[Key64], p. 383), as the receipes we derive from our economic theories to
shape our world essentially depend on the concepts we choose to understand it.
So, I will also dwell on a couple of economic concepts directly related to money
which are or have been quite influential in this respect, namely Pareto-efficiency,
the role of egoism, rationality, and the addictive potential of money.

8.1 The indirect society: the mutual relation be-
tween values and culture and money

We know that money is in the best case about expressing our free material
preferences in fair competition with others. What are values and culture about?
Why must money and values and culture be tightly intervowen?

To understand how money works it does not suffice to think of single subjects
to have preferences and expectations and therefore act accordingly. We have
started our analysis with the picture of a huge interaction network where each
subject is involved in many economic interactions. Thus, people interact with
other people on a large scale and will therefore build up expectations about the
other people’s preferences and their expectations.
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I view this network of mutual assumptions as our culture. Usually, expecta-
tions which are advantageous to one person will often be advantageous to other
persons too. And because of its strong recursive nature, there will be only few
stable states, creating the possibility for the individuals to act successfully with
a few, quite general action heuristics [GHP11] despite all the imponderables. 1
call these action heuristics “values” in this sense that they represent simple rules
how to successfully behave in a situation where we lack the detailed knowledge
for a more elaborated behavioural strategy. To give some examples: knowing
little about our social interaction partners and their expectations about our be-
haviour, we usually behave in a way we think they will recognize us as being
polite. Knowing little about our future, we will usually put effort in reaching
our goals. Knowing little about the effect of some change, we will usually be
sceptical about applying this change to something we have done successfully
in the past. Etc. Values can be contradictory and in this sense build a natu-
ral hierarchy as different values may prescribe different behaviours in the same
situation and we then have to choose between them. For example, choosing
between being polite and being honest towards a complete stranger, most of us
would probably opt for being polite.

This conception of values is in line with the five features, Shalom H. Schwartz
and Wolfgang Bilsky [SB87] identified as being common to most definitions
of values in the literature. According to them, values are ”(a) concepts or
beliefs, (b) about desirable end states or behaviours, (c) that transcend specific
situations, (d) guide selection or evaluation of behaviour and events, and (e) are
ordered by relative importance.”. Both authors also explored the tight relation
between values and personality [BS94]. A more sociological perspective is taken
by Steven Hitlin and Jane A. Piliavin [HP04], linking values with culture, social
structure, and individual behaviour.

Taking a game theoretic perspective, Thomas Schelling [Sch80] introduced
the idea to represent culture as a “focal factor”, rooted in the expectations of
people, rather than as a factor that affects individuals’ preferences. Acknowledg-
ing that complex games usually have multiple equilibria, he argued that from a
game theoretic point of view, anything in a game’s environment or history that
focuses the players’ attention on one equilibrium may lead them to expect it,
and so rationally "to play it”. Roger B. Myerson [Mye09] understands Thomas
Schelling’s contribution as “one of the most important ideas in social theory” as
it helps us "to better understand the economic impact of culture”.

The central insight here is that values do not arise from the fact that all
people are "the way they are”, for example, honest or cooperative, and that a
society’s culture is not just some simple aggregation of the preferences of its
people. But, depending on the context, an egoist, for example, may be of the
(correct) conviction that it is better for him to behave cooperatively — just as
an altruist may be of the (correct) conviction that it is necessary for his survival
to behave egoistically. Instead, values are created by social mechanisms that
make certain behaviours beneficial and sanction others [FS99].

The key work for me to illustrate the importance of the social group is that
of Ernst Fehr and Klaus Schmidt [FS99, FS03]. Using a simple model, they
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show how, under certain circumstances, on the one hand a small minority of
egoists can make a large majority of reciprocal subjects to behave egoistically
and, on the other hand, under other circumstances, a small minority of re-
ciprocal subjects can make a large majority of egoists to behave cooperatively.
These considerations direct our thoughts towards the decisive importance of the
cultural context of economics.

It is empirically shown that societies differ enormously in terms of their
values like, for example, fairness [HBB*05] and punishment [GHT05, HTGOS]
or free speech [sFR21]|. Basically, the more important exchange relationships
are and the higher the benefits of cooperation in daily life, the more prosocial
behaviour seems to occur [HBBT05]. Economic activity seems to correlate pos-
itively with the values necessary for efficient trade. Thus, economic activity
already has the tendency to make the world better, to make it more cooperative
and people to behave more prosocial. How much stronger could this effect be,
if we design it to fulfill its purpose really in the sense of all?

So, because money is about expressing an important part of our preferences
and values and culture are about the collective effects of the mutual nature of
our preferences, expectations and behaviour in our social interaction network,
anything else than a tight connection between money and values and culture
would be a big surprise. Or, to use the words of Karl Polanyi [Pol01]: "man’s
economy, as a rule, is submerged in his social relationships”.

Viewing it more instrumentally, culture and values become a major mean
to simplify complex societies in a world full of uncertainty. And I would even
go so far as to say that the extent of social success we will have while acting
according to values provides the upper limit of sustainable societal complexity.
Consequentially, the culture of a society can be functional in the sense that it
provides its people with sufficiently effective action heuristics/values or it could
be dysfunctional, measured against the actual problems of the world a society
has to collectively cope with.

What kind of values directly simplify a society’s economy? I give a couple
of examples in line with Roger B. Myerson’s enumeration in [Mye09]: if we
can walk into a store or a government agency where we have never been before
and, knowing only little about it, we will do much better assuming that we are
treated equally to everyone else rather then assuming the contrary. Or, if we
can conclude a contract and, knowing only little of the contracting parties, do
much better assuming that all contracting parties will abide by it. Or, if we
buy a book today by partitioning our budget, knowing little about our future
needs and wants, and do much better assuming that the rest of the money will
be just as useful tomorrow. Or, if we put effort in something like our education
today, we, knowing only little about the future, will do much better assuming
that this will pay off somehow even in 20 or 30 years from now. Etc. If these
kind of values were not valid, we would have to put a lot of effort in probably
futile attempts of case-by-case decisions.

The role of culture and values for a modern society could be studied lastly
quite vividly in the US: according to my impression, with Donald Trump be-
coming US-president, people, who formerly deeply believed that you better be
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decent, respectful, upright, open minded and committed to become — according
to their own measures — successful somewhere later in life, had to revise this
view, as the Trump campaign empirically demonstrated that people who appar-
ently lie, degrade their fellow humans, behave ruthlessly and narcistically could
do at least as well in their society. As values become part of our personality
in the course of our development, the insight into the necessity to revise these
values may elicit a strong feeling of insecurity and a shaking of one’s own soul
life.

For a society, the risk of destroying values necessary for cooperation is that
this can render the same society, which was quite simple and manageable yes-
terday, to become -— almost overnight — extremely complex and in fact unman-
ageable tomorrow.

This understanding of values and culture implies that we somehow collec-
tively decide in which kind of social world we want to live in. We can shape
it such that — knowing little — we can be confident that effort, kindness and
decency will usually pay off for us. Or we can willingly or unwillingly shape it
such that strangers have to be deeply distrusted, we always have to sit with our
back to a wall and we might never be sure not to say the right things to the
wrong people.

This understanding of values and culture also makes it comprehensible, why
it is highly unlikely to change our social world in a way many religions have
tried with little success, namely by simply appealing to the good in the people,
and also that it is conceptually impossible to establish a culture of decency and
respect with means of lies and degradation. Instead, to enforce a desired culture,
we have to enforce rules of the game such that the desired default behaviour
truely pays off for the vast majority of the people in the long run.

In summary, the relationship between money and culture is deeply mutual.
Money has a strong potential to influence our values and culture in one way or
another. But to unfold its economic potential in the sense of all, money depends
on a stable culture of trust and the stability of a culture of trust depends on the
kind of function, money fulfills. In essence, any functioning large scale monetary
system strongly depends on a stable value-oriented societal context and must
therefore be designed to support it and not to destabilize it.

In fact, I view the way how our view and use of money influence our values
and culture as an empirically verifyable evidence for the validity of our theory.
According to our theory, money should exert a negative influence on our values
and culture if we collectively abuse it by viewing it as a means of its own, if we try
to express hierarchical preferences, or if we distribute effectively private money
too unevenly and effectively public money not wise enough. And it should exert
a positive influence on our values and culture if we use it in the sense of the
presented theory indeed as a social coordination mechanism to fairly express our
free material preferences. And it should also exert a positive influence if we use
it to finance social mechanism that effectively encourage desired and discourage
undesired behaviours.



90 CHAPTER 8. THE INDIRECT SOCIETY

8.2 Pareto-efficiency

Vilfredo F. Pareto (1848-1923) was the first to make the distinction between
ordinal and cardinal utility and introduced the idea to handle the analysis of
economic equilibria with ordinal utility [Asp01]. Honouring his achievements,
a feasible allocation of resources is nowadays said to be “Pareto-efficient”, if
no other such allocation exists, that makes some consumer better off without
making some other consumer worse off (e.g. [MCWG95], p. 313).

It is well known that Pareto-efficiency does not insure that an allocation
is in any sense equitable, but has a strong tendency to justify the distributive
status quo. Just assume we have, by chance, a very unequal wealth distribution,
with a single super rich and a bunch of desperately poor. Any redistribution of
wealth would be "Pareto-inefficient”, because at least the super rich would be
worse off. — So what?

Nevertheless, this concept of “optimality” plays an important role in the
economic literature in distribution theory. Why? Why did this concept gain
so much acceptance? One could argue that this concept is the lowest common
denominator. If there is a situation in which one person can be better off without
making the others worse off, this should be exploited.

But my impression is quite in line with Amartya Sen [Sen08], that the wide
acceptance of the Pareto criterium was a direct consequence of the denial of
the possibility to interpersonally compare utilities. By using the Pareto crite-
rion, economists could evade this problem alltogether and ”solve” equilibrium
problems without looking for interpersonal comparison of utility.

The denial of the possibility to interpersonally compare utility made eco-
nomics a doctrine to justify the economic status quo. It enabled economists to
skip over the question under which conditions the various utility functions of
the different participants become comparable. And it removed the issue of so-
cial justice from the economic agenda, culminating in Friedrich Hayek’s strange
view of social justice being a “strictly empty and meaningless” ([Hay76], p. 68)
concept.

Thus, it seems to me that many economists wanted to have their cake and
eat it. On the one hand they treat money as if it makes utility comparable, on
the other hand they use a theory to conceptualize its mechanisms that refrains
from relying on this assumption — and, even worse, justifies the status quo with
its enormous inefficiencies.

That "Pareto-efficiency” is likewise a bad model for human decision making
is also well known and can easily be demonstrated with the example of the
Prisoners’ Dilemma. It represents a decision situation where two subjects have
to decide independently between two alternative outcomes where both are better
off if they behave cooperatively, but each one is even better off if one deviates
unilaterally at the cost of the other one but both are worst off if both deviate
together. As Roger B. Myerson says, it is an accepted simple illustration of how
people’s rational pursuit of their individual best interests can lead to outcomes
that are bad for all of them ([Mye91], p. 98).

Usually this dilemma is illustrated by a story like that (taken from [Mye91]):
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B remains silent B confesses
A remains silent 1 year , 1 year 6 years, O years
A confesses 0 years, 6 years 5 years, 5 years

Table 8.1: Strategic form of the Prisoners’ Dilemma game. The table displays
the number of years of imprisonment, depending on the individual decision to
remain silent or to confess.

"The two players are accused of conspiring in two crimes, one minor crime for
which their guilt can be proved without any confession, and one major crime
for which they can be convicted only if at least one confesses. The prosecutor
promises that, if exactly one confesses, the confessor will go free now but the
other will go to jail for 6 years. If both confess, then they both go to jail for 5
years. If neither confesses then they will both go to jail for only 1 year.”. I show
the number of years of imprisonment, depending on the individual decision in
Tab. 8.1.

Analysing this game in terms of Nash-equilibria means to look for a strategy
where no player could increase her expected payoff by unilateral deviation. Ob-
viously, assuming that both player have chosen to remain silent, either of them
would increase her payoff by confessing instead. So, the only Nash-equilibrium
of this game is for both players to confess, despite their (much) higher payoff
if they both remained silent — the exact reason why we view this situation as a
dilemma.

Now lets turn to the criterion of "Pareto-efficiency” here, an outcome is
named "Pareto-efficient” if for all other outcomes at least one player is worse
off. Here, the outcome resulting from (confess, confess) is the only outcome of
the game that is not Pareto-efficient — the opposite result of the Nash-approach.

So, as Pareto-efficiency is an invalid model for natural human decision mak-
ing, it’s not a big surprise that it doesn’t make much sense to use it to model
economic equilibrium outcomes, which ultimately result form aggregated human
decisions.

8.3 Egoism and beyond

According to Joseph Persky [Per95], the model of the economic subject as "the
economic man” or "homo economicus” is generally traced back to John S. Mill,
although he never used this designation in his own writing. In his consideration
of what makes ”political economy” a science [Mil36], John S. Mill proposed to
abstract from “the whole conduct of a man in society” but to view him ”solely
as a being who desires to possess wealth, and who is capable of judging of the
comparative efficacy of means for obtaining that end.”. But interestingly he
qualifies his strong statement to entirely abstract “of every other human passion
or motive” in the same sentence with the “perpetually antagonizing principles
to the desire of wealth, namely, aversion to labour, and desire of the present
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enjoyment of cosily indulgences”, as they “accompany it always as a drag, or
impediment, and are therefore inseparably mized up in the consideration of it.”

Viewed in the context of our theory, John S. Mill seems to equate wealth with
accumulating "utility” in the traditional sense. Thereby he is lead to a concept
which makes the first consequence of our money model, that we always prefer to
have more rather than less money, virtually the basis of man’s economic model
- but he completely ignored the other consequence, that money should leave all
our other preferences invariant. And he seemed to know intuitively that the
“price” that people, whose preferences become so much dominated by money,
have to invariantly pay is a rather superficial lifestyle.

Today, the model of the “economic man” or “homo economicus” is usually
understood as a model of the economic subject, having a consistent preference
relation towards the world such that it can be expressed as utility and can be
maximized. As we have seen, this is not the same as John S. Mill’s idea. Often,
this model is combined with the additional assumption of being entirely egoistic
by exclusively pursuing the material self-interest.

As we have extensively discussed, the first assumption of treating our prefer-
ences as utility is valid insofar as its prerequisites apply. What about the second
assumption of being entirely egoistic? First, it is important to note that it is a
truly additional assumption and by no means included in the first one. Instead
it is part of a simplifying model of the content of our preferences, which can be
helpful and valid — but which is, again, tightly bound on prerequisites that have
to be fulfilled.

The assumption of being entirely egoistic simplifies our consideration of the
economic subject substantially as it isolates it socially. An egoist simply ignores
the others in its preferences. It is an approach to simplify our economic theory,
comparable to the ideal gas concept of physics, which in the simplest case ignores
all interactions between gas molecules assumed to be point-like. In physics,
this is a valuable model which explains, for example, the surprising fact of a
lower temperature limit, as the gas’ volume would vanish at this temperature
completely. And the model of the ideal gas describes the behaviour of real gases
quite well as long as its preconditions hold — and therefore it does not explain
why gases become liquids or even solids and many other phenomena.

The same holds for the social isolation assumption of egoistic behaviour.
Meanwhile, it is empirically well established that people have quite different so-
cial preferences [FF02]. In a representative study in Germany, Thomas Dohmen
et al. [DFHSO08], for example, determined the distribution of the willingness to
trust as well as positive and negative reciprocity. They found that most people
state reciprocal inclinations, in particular in terms of positive reciprocity, as well
as substantial heterogeneity in the degree of trust and reciprocity.

The question is, whether and how these more sophisticated social prefer-
ences become effective in economic contexts. The whole realm of behavioural
economics as developed by Richard Thaler, Daniel Kahneman and others (e.g.
[Thal5]) shows that there are very many important economic phenomena which
cannot be explained satisfactorily by neglecting the social preferences of the eco-
nomic subjects.
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In the following I sketch pars pro toto three prominent examples, namely
that of crime and punishment, the incompleteness of contracts, and the so called
“pay-for-performance”, where the attempts to apply the model of the egoistic
homo economicus did fail entirely, partly with disastrous consequences for all of
us.

8.3.1 Crime and Punishment

The economist Gary S. Becker received the 1992 Nobel Memorial Prize in Eco-
nomic Sciences for his pioneering application of economic concepts to many
rather sociological phenomena of human behaviour like discrimination, addic-
tion, household economics, or viewing employees as a sort of "human” capital.

In 1968 he pursued the question how many resources and how much pun-
ishment should be used to enforce different kinds of legislation [Bec68]. Based
on the model of the egoistic homo economicus, a price model of the supply and
demand for offenses led him to the proposition that an optimal punishment
system would combine low costs for the public (resulting in low probability of
being punished) with a high level of punishment for the individual if caught.
But this conclusion was ”quite at odds with what we observe in the real world’,
as Steven D. Levitt noted [Lev17].

That economical reasoning about offences will be complex can be seen at
the different inprison rates of men and women, which in Germany in 2018' was
48026 men versus 2931 women, or 94,2%:5,8%! Criminal behaviour is by and
large male. Why? As Richard B. Freeman said in 1999 [Fre99]: ”"No economist
has tried to explain the greater participation of men than women in crime in
terms of incentives.”. Even Cass R. Sunstein, Christine Jolls and Richard H.
Thaler in their behavioural approach to law and economics don’t go into that
issue [SJT98].

8.3.2 Pay-for-Performance

Based on the assumption of purely egoistic economic subjects, Michael C. Jensen
and William H. Meckling demanded in 1976, for owned companies to establish
incentive compensation systems which serve to more closely identify the man-
ager’s interests with those of the outside equity holders [JM76] — which they
assumed to maximize exclusively their return on invest.

Today, we know that direct incentives do work all too well, but only as
implemented and not as possibly intended. They result in canibalization of
hard by easy tasks, misalignment, manipulations, etc. There is a whole bunch
of economic scandals which can be directly linked to dysfunctional incentive
schemas, the most prominent probably the banking crisis 2008/9 [BCS10, BB13]
with public costs of at least 68 Mrd€ for the bank saving actions in Germany

Istatistisches Bundesamt, Fachserie 10 Reihe 4.1, Strafvollzug - Demographische und krim-
inologische Merkmale der Strafgefangenen zum Stichtag 31.3.
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alone?.

In his Nobel Prize Lecture, Bengt Holmstrém calls it ”"You Get What You
Pay For”. To explain the fact, that firms use pay-for-performance schemes rather
sparingly, but use fixed pay instead, he names two arguments: performance
measures within the firm is weaker than in the market. And due to the issues
of multitasking, firms use "many substitutes for pay-for-performance incentives
that are not easily accessible through market contracting. Foremost among them
is the ability to control work through job assignments, job designs and a variety
of implicit and explicit rules that the firm sets.”.

8.3.3 Completeness of contracts

Analyzing the behaviour of egoistic subjects assigned a single tasks by some prin-
cipal on the basis of a one-dimensional effort model, Bengt Holmstrém [Hol79]
fomulated in 1979 as "informative principle” the demand ”that any measure of
performance that (on the margin) reveals information on the effort level chosen
by the agent should be included in the compensation contract.” [Pre99].

But the reality is that employment contracts are usually very incomplete and
modern employment rests very much on trust. Especially higher qualified jobs
usually consist of many interdependent tasks and therefore, any optimal design
would need to consider the employee’s incentives in totality [Hol]. In fact, Armin
Falk and Michael Kosfeld provided strong evidence that under certain conditions
of uncertainty it is (much) more efficient to provide employment relationships
on the basis of trust than of control [FK04].

8.4 Rationality

It is common under economist to name the consistency property of the prefer-
ence relation I discussed in section 3 "rational”. 1 think this is an unfortunate
misnomer as it suggest that the two properties of the preference relation, namely
to be complete and transitive, provide an adequate concept of what we mean
by "rational” in colloquial terms. In my opinion this is wrong due to at least
two reasons.

First, as it is meanwhile also common sense among economists, it is com-
pletely irrational (in colloquial terms) to assume that we in general have this
kind of "rational” preferences. While one could argue that our wishes and de-
sires have to have a transitive structure to qualify for rationality in coloquial
terms, even for the most rational subject, there is not the slightest chance and
not even a need to have complete preferences but for very, very tiny sections of
our world.

The second argument aims directly at the relationship between our goals and
means. Restricting the concept of rationality to some properties of the prefer-

2according to an estimation of the Griine party in 2018 based on a ”kleine An-

frage” in the German parliament, https://www.gruene-bundestag.de/finanzkrise/kosten-der-
bankenrettung-mindestens-68-milliarden-euro.html
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ence relation implies a complete disconnect between our concept of rationality
and the content of our wishes and desires. A sentence like "There are some
wishes and desires that qualify as bizarre and rather irrational”, which most
people would say they comprehend, would actually make no sense.

It is my impression that the inadequate usage of the term “rational” in eco-
nomics is ultimately based on the ignorance of the interactional nature of the
exchange relationship. One could certainly write a book of its own about this
topic, especially to pay tribute to the many people who have contributed ground-
breaking ideas here. However, since I am only interested in substantiating my
claim, I will just outline the rough train of thought.

There is one phenomenon whose understanding of its origin is, in my opin-
ion, absolutely essential for our further discussion: our language. I understand
natural language as a facilitation mechanism for inter-subjective or social inter-
actions. In this sense it is a pragmatic solution to the circular or ”chicken-or-
the-egg”-problem that on the one hand a purposeful interaction requires mutual
understanding and establishing a common context of interpretation and on the
other hand establishing mutual understanding and a common context of inter-
pretation requires purposeful interaction [Rei20b].

Understood this way, it is obvious that to learn a first language we must be
able to put ourselves in somebody’s position, to empathize. Thus, emotions and
understanding are not independent in the sense that understanding is free of
all emotions, but emotions are part of our understanding in the sense that they
modulate it. We understand differently if we are angry, suspicious, friendly,
sympathetic, etc. And therefore, to reach mutual understanding in a language
learning environment, it is essential, that we show our emotions, that is, our
mode of interpretation to our interaction partners.

Modulating our understanding doesn’t mean to change it completely which
implies that we can abstract certain rules which have to be followed under almost
all modes of understanding to remain intelligible by our interaction partners,
for example the rules of logic. There are indeed interesting approaches to derive
the rules of logic from interactions [LL78, HS79]. So in this line of thought, the
relation between a clear and prosaic "understanding” (in German "Verstand”)
and our emotionally modulated, concrete understanding is an abstraction. Thus,
it makes sense to think that we can indeed understand virtually every human,
as long as we can put ourselves in its position.

The alledged neutrality regarding the content of our wishes and desires
thereby would prevent us from adequately understanding the obvious relation
between our understanding and our emotions, as I had already indicated in sec-
tion 3.3. And this relation is of obvious economic importance as not least the
success of the advertising industry shows.

Rationality in the sense of the German "Vernunft” relates to statements like:
it is rational "to do what you want most” or "to assume that all human are
equal” or ([Kan88]) "to act only according to that maxim whereby you can,
at the same time, wish it to become a universal law.”. These statements are
all comprehensible but as the centuries-long debate shows, none of them is
compellingly convincing to all people. And this is quite plausible, as all of them
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somehow relate to some debateable premises.

To conclude from this that it would therefore be reasonable to relate the
concept of rationality solely to the consistency of our preferences and assump-
tions with our decisions, would be to throw the baby out with the bath water.
The much better conclusion, in my opinion, is, that though consistency in the
sense of an inference from our preferences and assumptions to our decisions is
an important aspect of our concept of rationality, we should not exclude the
premises people hold from this concept. We simply cannot come to a sensible
concept of rationality by abstracting from every preference and assumption. To
given an example: we can possibly understand someone if he adheres to the
concept of a superhuman with extra rights above all others — but we can reject
it for ourselves as unreasonable on the ground of our different premises.

I think it could be really interesting to investigate the question, why the
term “rational” was established in economics in this sense for a simple property
of a simple relation that other specialities would just have named “consistency”.
At least for me, it seems obvious that this narrow conception fits nicely to the
view of economics being concerned only “with that aspect of behaviour which
arises from the scarcity of means to achieve given ends.” — a quote of Lionell
Robins in 1932 [Rob32] (p. 23). This was the time, where economists almost
exclusively reduced the explanation of human behaviour to simple minimization
or maximization problems aiming either at achieving maximum utility with
existing resources or reaching a specific goal with minimum effort. It was the
age of positivism, where philosophers seriosly thought that is was unscientific to
think that something meaningful could be said in ambigous terms [Wit21] and it
was the time of behaviourism, where ps$ycholgists thought it being unscientific to
attribute a free will and an inner mental life to humans and tried to explain all
human behaviour by simple reflex schemata [Ski53]. From today’s perspective
it is truly astonishing what not just a few cranks but really generations of
serious scholars thought of being scientific vs. unscientific — an astonishment
that should instil a little humility in us.

8.5 The addictive potential of money as a reward

As shown, money can play an important role in externally supporting our auton-
omy by creating personal freedom or impede our autonomy by creating economic
compulsions just by working in its economically intended way. However, it can
do so also from a mental perspective.

In section 4.5, I mentioned two simple but important consequences of how
money, working in the sense of our theory, implants itself into our preferences:
First, money should have no influence on our preference relation of other goods
and second, it is always preferable to have more than less money.

Both assertions relate directly to our preference relation and therefore to
our mental state. Now, are both assertions empirically true or violated? The
first would mean that our preferences are independent on the amount of money
we have. This seems to be valid in a pretty wide range of wealth distribu-
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tion, although researchers have found important exceptions, for example (quite
unsurprising) with respect to estate taxes and redistribution [DGGO6].

If the second would be true under all circumstances, then why do some,
often intelligent people intentionally prefer a life in privation? For example,
why did Ludwig Wittgenstein gave away most of his fortune to his siblings?
Probably because they intuitively see money in its current form as a distractor,
or even a means in itself, a "fetish” in Marx’ terminology and want to avoid
being distracted from their main focus of interest.

It is interesting to note that any economics, which views as the essence of
all economic doing to maximize ones monetary measurable profit in the sense
of the economic man of John S. Mill, renders itself artificially blind against any
undue influence of money on our preferences.

Indeed, there is a well known mechanism, where money taints our preferences
and starts getting a fetish semantics, namely when we use money as a reward.
In psychology, a reward is defined as an external stimulus that is supposed to
reinforce an otherwise spontaneously occurring behaviour in simple learning sit-
uations, called classical (Pavlovian) and operant conditioning®. Newer research
shows, that it is the discrepancy (“prediction error”) between the reinforcer that
is predicted based on a stimulus and the actual reinforcer which determines the
learning by reward [WDS01, ODF*03].

Its effectiveness for learning is bound to a certain degree of freedom neces-
sitating the internal construction of the prediction model. It entails a strong
tendency to shift the motivation to act from internal sources to the reward as
an external source [DRO0], which is, by definition, a change in what we want.

Scientists have identified the neural subsystem concerned with this type of
learning and call it the reward system [Sch15]. It is a core part of our complex
autoregulation system providing us with our autonomy, why I find the term "au-
toregulation system” more appropriate. As a consequence, artificially disturbing
this system, for example with drugs [Sch11], can have disastrous consequences
for our ability to act autonomously — and it makes little sense to assume stable
preferences even in strong addiction as for example [BM88|. Drug addiction
is indeed one of the major reasons for autonomy disorders by interfering dra-
matically with our preferences. The WHO defines the “dependency syndrome
(F1x.2)”, in its current ICD-10 catalog [O119] by requiring at least three of the
following symptoms to be present together at some time during a year:

(a) a strong desire or sense of compulsion to take the substance;

(b) difficulties in controlling substance-taking behaviour in terms of its onset,
termination, or levels of use;

(c) a physiological withdrawal state .. .;

(d) evidence of tolerance ...;

3In contrast to a reward, I view a ”recognition” as an externally provided confirmation of
the veracity of a subject’s behaviour and thereby a reinforcement of the subject’s internal
source of motivation.
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(e) progressive neglect of alternative pleasures or interests because of psy-
choactive substance use, increased amount of time necessary to obtain or
take the substance or to recover from its effects;

(f) persisting with substance use despite clear evidence of overtly harmful
consequences . . ..

While drugs directly interfere with the autoregulation system from inside,
other form of addictions demonstrate that the autoregulation system itself ex-
hibits a certain plasticity and can also be destabilized from outside. It seems
that extensive rewarding does in itself change the autoregulation system, espe-
cially in childhood and adolescence. This is the reason why in virtually every
good book on child education, the authors warn about the undesirable effects
of rewards in education, for example, Remo Largo, a well known pediatrician
says: “rewards keep a child dependent and prevent it from developing personal
respounsibility” ([Lar99], p. 341).

Due to its versatile nature, money is excellently suited as a reward. In
fact, based on management literature like [JM90] and the improper semantic
equating of incentives and rewards, the current salary systems of managers has
accumulated lots of elements with a clearly intended reward semantics: the
higher the management level, the more comprehensive. Thereby, it seems that
in the sense of Sumantra Ghoshal [Gho05] that "Bad Management Theories are
Destroying Good Management Practices” our current society puts the people it
entrusts with most of its public money, its company managers, into remuneration
regimes which foster dependent and irresponsible behaviour. In fact, the strange
idea to "reward” employees for doing their job is nowadays so ubiquitous, that
companies name their remuneration departments occasionally “total rewards”.
Even Michael C. Jensen draws the comparison to dependence in The Economist
(14th Nov. 2002): "In the bubble, the carrots (options) became managerial
heroin, encouraging a focus on short term prices with destructive long-term
consequences.”. All this lead Bruno S. Frey and Margit Osterloh to request that
“managers should be paid like bureaucrat” [FOO05].

Distinguishing between money to express our undisturbed preferences and
money to express money-stained preferences, where money has become an end
in itself, we have again two different, difficult to distinguish sorts of money which
reminds me in some sense to Karl Marx’ distinction between capital and money.

Actually, T find the strong tie between our system of autoregulation and
money an empirical proof that our model of the mind captures indeed validly
important parts of our mind. As any autoregulation system should first and
foremost strive to guarantee our autonomy including our freedom of decision,
it turns out, that with our preference concept to “explain” our free decisions,
we in fact described some important parts of our system of autoregulation per
construction.

One problem with the destabilization of our system of autoregulation with
money is that it is systemically hard to detect, as the preference to accumulate
more and more money is also part of the money model. So in contrast to all other
addiction-induced activity narrowing, the personal compulsion to accumulate



8.6. A BRIEF IMAGINATION ON MONEY DISTRIBUTION MECHANISMS99

money usually does not lead into economic poverty reducing the evidence of
“overtly harmful consequences”. However, this does not mean that it is not
detectable, as a sense of compulsion or a progressive neglect of alternative —
non-monetary valuable — pleasures or interests, especially in social terms might
still be obvious.

Indeed, I think with the first assertion, that money should not interfere with
our other material preferences at all, we have a rather sensitive instrument to
determine, whether money starts to undesiredly influence our autoregulation
system and thereby starts to taint our preferences or not.

In summary, we must distinguish between desired and undesired effects of
money on our preferences. The desired effects are our two derived properties.
But for some people money can and does exert an additional, undesired influ-
ence on their preferences which might range from slight taintness to full blown
addiction. Thus, there is a normative humanistic aspect of the delineated money
model to request a social environment that supports the unfolding of our pref-
erences during our mental development undisturbed by any undesired money
semantics. A simple step in this direction would be to avoid, or even legally
ban all remuneration with too much of a reward character. And this should also
be effective for responsible positions handling larger amounts of public money
— as we do it with other forms of remuneration with clearly identified strong
undesired effects, like bribery and corruption.

8.6 A brief imagination on money distribution
mechanisms

There are a lot of issues I did not discuss at all, among the most important are
the money distribution mechanisms. Nowadays we live in a world of material
flows and money cycles. Meanwhile it is a global consensus that our economy
should be based on material cycles. Do we know for sure that we can achieve that
with the current circular money system? Currently, money is mostly created by
the peripheral banks lending more money than they nominally have to deposit at
the central bank as security. They lend it and get it somehow back in the future
— an apparent circle, only broken by fraud and bankruptcy. It is distributed
to the people mainly by the companies and the state against their effort and
thereby serves as an important incentive mechanism to contribute to society.

This system rests on accumulating more and more dept and relies on its
evenly distribution — without any systematic stability guarantee. What hap-
pens if these debts concentrate too much, could be studied during the financial
crisis 2008/2009. So, perhaps this setting becomes even more unstable if we
impose truly material cycles?

Perhaps we should live in a world of material cycles and money flows? A
money distribution system with broadly distributed money sources and sinks
would probably by much easier to stabilize. Sources could be a basic income,
not necessarily unconditional, but still paid according to some effort measure.
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Sinks could be provided by a transaction tax — whereby the taxed money
would not go somewhere else, like to the state, but would just vanish. Such a
mechanism would instill "friction” into the system and would make steering the

money flow velocity easy.



Chapter 9

Concluding remark

Money works not “as it is” but it works the way we use it, governed by the rules
we implement. We cannot outwit the money mechanism by using it in some
way A and position it to have another meaning B. This simple insight bears
chances and risks. This books aim was to show that carefully designed, money
can strongly support our autonomy and thus be a strong pillar for an egalitarian
society. But under different circumstances it can also be a source of incredible
sorrow and grief that drags us all into the abyss.

In my opinion economics should guide us to leverage the chances and avoid
the risks of the money mechanism. Therefore economics is a normative science
with a strong mutual tie towards morals or ethics. It rests on the assumption of
free decisions and genuine preferences, it rests on the fact that money only works
because we prefer it to do so, it reminds us that we do not provide our life time as
labour in the same way as we sell commodities like sugar, and that accumulating
wealth depends on a sustaining, stable social context. And therefore economics
should guide us to sustain and extend its own base of validity. In fact, to derive
the possible function of money as a social coordination mechanism to express
our free material preferences under fair consideration of all the other people’s
free material preferences, we used our freedom of choice to choose a certain
utility representation for our preferences.

By understanding money as a social coordination mechanism for distribu-
tional fairness we take a step towards true social progress — only to understand
that implementing it as such creates a bunch of difficult new problems: our pref-
erences are notoriously inconsistent, money tends to accumulate spontaneously,
money for public and private purposes cannot be easily differentiated, money
is used for other, conflicting purposes like reputation management at the same
time, etc. So, sorting these things out will be a very interesting endeavour. It is
up to us as a society to decide which world we want to live in and to attribute
money its desired meaning.
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